Evaluating ecosystem service trade offs with wind electricity production in Switzerland

Spatial planning of wind turbine locations using optimisation software

Master Thesis by: Thomas Egli
D-USYS
Department of Environmental Systems Science

Supervisors:
Prof. Dr. Felix Kienast
WSL Birmensdorf
PD Dr. Janine Bolliger
WSL Birmensdorf

March - September 2015
Title page photo: Mt. Crosin wind farm. Photo by the author.
Abstract

The assessment, mapping, and evaluation of ecosystem services is an integral part of the systems oriented management of ecosystems. Developing methods to understand the relationship between our interference in the landscape and the delivery of these services will help society to better manage our impacts on the ecosystems that sustain us. To this end, spatial planning aims to balance activities that compete for space in the landscape. Incorporating the ecosystem service approach into planning and management requires an understanding of the effects that land use decisions will have on the environment.

In Switzerland, different types of land use, including electricity production, compete directly for little available space. By 2030, this small country hopes to produce around 5.4 TWh of its electricity using renewable sources, including wind. By the time nuclear reactors are phased out in 2050, the country will require 25 TWh (93% of demand) of renewable electricity. In order to ensure long term efficient, socially acceptable and sustainable electricity production in Switzerland, land-use conflicts should be addressed and properly managed through a comprehensive and balanced process.

This paper describes an optimisation model that was developed to better understand the relationship between wind electricity production and the delivery of ecosystem services in Switzerland. It was demonstrated that using the software Marxan, originally created to resolve conservation planning problems, can help to create spatially-explicit solutions for such complicated ecosystem service trade off issues. By expressing different ecosystem services in comparable units and evaluating the costs to the system when these are lost versus the benefits gained from wind electricity production, an output of possible solutions was generated. When compared to a similar study, the current results using Marxan suggest a solution requiring 25% less turbines in the whole of Switzerland to achieve the same electricity output. This shows that using optimisation software can lead to more efficient land use predictions.

The graphical outputs generated by an optimisation can also be interpreted in different ways to assess the potential impacts on different ecosystem services as well as to other possible real solutions to resolve conflict on various scales. Parameters can be modified to suit different scenarios and data scales and so allow for flexibility in the model. The quantification of trade offs between ecosystem services and abiotic outputs is a powerful tool to share scientific findings with decision makers so that better informed policy decisions can be made.
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1 Introduction

1.1 Research Aims

Since the publication of the Millennium Ecosystem Assessment (MA, 2003), the scientific community has focused on developing a clearer understanding of the relationship between ecosystem services (ES) and how their ongoing use influences human well-being. The assessment, mapping, and valuation of these ES has become the focus of much activity in different disciplines (Kumar et al., 2013; Busch et al., 2012). Additionally, governments are recognising the importance of integrating ES into spatial planning as well as national environmental and economic accounting (Böhnke-Henrichs et al., 2013). Combining modeling tools with spatial mapping can assist in the identification of areas important for ES provisioning, thereby predicting and resolving conflicts. This can be successfully achieved while supporting the implementation of Ecosystem-Based Management (EBM) (Gimpel et al., 2013). This study aims to incorporate the ES concept into landscape planning so as to help bridge the gap between natural and social science. By way of an example application of optimisation software, real data are used to demonstrate how the ES approach can be effectively used to assess trade-offs within a system and to make recommendations to policy makers.

Switzerland aims to replace a large portion of its electricity supply with renewable sources (such as wind) in order to make up for the shortfall from the planned phaseout of its nuclear reactors (Huber et al., 2015). With an ambitious aim of producing 74% of its electricity via renewable technologies by 2030 (50% of which will be from hydro power), and a goal of 93% renewable-sourced electricity (around 25 TWh) by 2050, Switzerland is faced with a great planning challenge. The small country must make trade off decisions on where to place wind farms and other renewable electricity installations in order to maximise benefits (electricity production) while minimising costs (loss of services provided by the landscape). The objective of this study is to provide decision makers with a tool to manage this trade off and to help understand the optimal spatial distribution and extent of wind electricity production in Switzerland required to meet the nation's energy goals. Building on recent analyses of conflict between ES and electricity production by wind, optimisation software is used to find the best spatial solution for the country. This spatially-explicit analysis will test different ES valuations and restrictions on turbine placement in order to explore how this affects the delivery of ES now and in the future.

The particular research question to be addressed in this study is: **At what cost to ecosystem services can wind electricity be provided by the Swiss landscape?**

The subquestions to be investigated towards understanding this main topic are:

1. Can optimisation software be applied to offer spatially-explicit solutions to ecosystem service trade off analyses in order to balance costs and benefits?
2. How can ES be weighed and compared to understand the relation between existing supply and future provisioning of services when land use is changed to accommodate wind electricity production?
3. What is the optimal spatial distribution of wind electricity production in Switzerland in order to reach the country's energy goals?
2 Background

2.1 Switzerland's Changing Electricity Mix

With the planned phaseout of nuclear energy production in Switzerland, recent legislation and research has encouraged the development of alternative sources for the country's electricity supply (Huber et al., 2015). Specifically, the Swiss Federal Office of Energy aims to increase the use of renewable energy and has set a goal for 10% of the country's present day electricity consumption to be produced in this way by 2030 (equivalent to about 5.4 TWh) (Segura Morán et al., 2014; Huber et al., 2015). Further, the goal for 2050 is to cover 93% of the demand by renewable electricity (around 25 TWh). Although the principle source of renewable electricity in Switzerland today is hydro power\(^1\), the inclusion of wind and solar electricity production will be necessary to reach the future goal.

The demand for renewable electricity supply is growing, but so are the pressures on the landscape. In Switzerland, where land use planning has been an integral part of the national development strategy, the interaction between provisioning services and renewable electricity production has recently been assessed (Huber et al., 2015). By examining the potential spatial conflict between these land uses, Segura Morán et al. (2014) showed that this type of development can lead to certain risks and further conflicts. Through an investigation of the combined effects of different sources of renewable electricity, the study helped to identify the relationships between these and ES and then to map the conflicts spatially. However, there was a lack of an evaluative process to communicate the extent of these relationships with stakeholders. Due to this, the study fails to fully bridge the gap between science and policy. Successfully achieving this is considered part of an important process towards ensuring efficient, socially acceptable and sustainable energy production.

2.2 The Ecosystem Service Approach

2.2.1 Defining services

When first introduced as a concept, ES were defined as the products or services from an ecosystem that are used for or contribute to human well-being (MA, 2003; Howard et al., 2013). Traditionally divided into four categories of provisioning, regulating, cultural, and supporting services, these are meant to demonstrate our deep dependency on the ecosystems that sustain us. They can be expressed as units that describe the relationship between humans and ecosystems (Busch et al., 2012). Building on this initial classification of ES and subject to years of expert recommendations and related study, Haines-Young & Potschin (2013) describe recent efforts by the European Environment Agency to establish a more hierarchical system of ES classification. In order to standardise the definition and classification of ES, the Common International Classification of Ecosystem Services (CICES) was developed (see table 1). The CICES system makes a clear distinction between final ecosystem services, ecosystem goods or products and ecosystem benefit. Additionally, the classification is restricted to the

\(^1\)Currently, 57% of Switzerland's electricity is produced by hydro, whereas nuclear power contributes about 37% (World Nuclear Association, 2015)
outputs of ecosystems dependent on living processes. Therefore, abiotic outputs such as wind energy are not considered ES, but classified separately. This new research has suggested that the services be divided somewhat differently than as in the past into the following general categories: provisioning, regulating and maintenance, and cultural (Haines-Young & Potschin, 2013). The hierarchical structure of this updated system allows for easier analysis at different spatial and thematic scales. For the purposes of this study, I will be using these more recent definitions, along with the hierarchical categories to which they belong.

<table>
<thead>
<tr>
<th>Section</th>
<th>Division</th>
<th>Group</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provisioning</td>
<td>Nutrition</td>
<td>Biomass</td>
<td>Cultivated crops</td>
</tr>
<tr>
<td></td>
<td>Materials</td>
<td>Biomass</td>
<td>Reared animals and outputs</td>
</tr>
<tr>
<td></td>
<td>Energy</td>
<td>Biomass-based energy sources</td>
<td>Fibres from plants</td>
</tr>
<tr>
<td>Regulation and Maintenance</td>
<td>Mediation of waste</td>
<td>Mediation by biota</td>
<td>Bioremediation by microorganisms</td>
</tr>
<tr>
<td></td>
<td>Mediation of flows</td>
<td>Liquid flows</td>
<td>Flood protection</td>
</tr>
<tr>
<td></td>
<td>Maintenance of physical, chemical, biological conditions</td>
<td>Lifecycle maintenance, habitat and gene pool protection</td>
<td>Pollination and seed dispersal</td>
</tr>
<tr>
<td>Cultural</td>
<td>Physical and intellectual interactions</td>
<td>Intellectual and representative interactions</td>
<td>Aesthetic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Physical use of landscapes</td>
</tr>
<tr>
<td></td>
<td>Spiritual, symbolic, and other interactions</td>
<td>Spiritual and/or emblematic</td>
<td>Sacred and/or religious</td>
</tr>
</tbody>
</table>

Table 1: Typology of ES based on CICES (based on Haines-Young & Potschin (2013)). Green cells indicate the services chosen as part of the analysis in this study.

The CICES system divides ES into ‘Section’, ‘Division’, ‘Group’, and ‘Class’. Twenty Groups and forty eight Classes are proposed. A subsequent ‘Class Type’ category is added where ES are placed based on the ecosystem being considered (terrestrial, freshwater, or marine, for example). This allows for some flexibility in where specific examples of named ES are ultimately classified. CICES gives examples of which ES can be placed into different Class Types, but the list is certainly not exhaustive. This means that the user is responsible for providing adequate information to help with the classification of the service studied. In the present study, to keep the terminology consistent with the data sets used, I have used a mix of Division, Group, and Class titles (see Methods). The five ES studied cover three Sections; one ES is defined at the broad Division level, one at the Group level,
while the other three are defined at the Class level. Although the terminology I use for the ES examined here does not match the CISES system exactly, I will explain later how these terms relate to those definitions.

ES are linked to the spatial dimension of the area in which they occur (Busch et al., 2012; van Wijnen et al., 2012) and as such are good candidates for use in spatial planning. Even so, they have rarely been applied to planning studies for reasons that will be discussed below (Broekx et al., 2013). Additionally, ES can often co-occur and interact on a wide range of spatial and temporal scales.

Recent debate has focused on an extended view of the ES definition. Landscape services are the "flow of ES to society provided within a landscape", as defined by Willemen et al. (2012). However, Kienast et al. (2009) and others define the capacities, or stocks, to provide goods and services as the landscape functions. In this latter case, the goods and services are termed the 'flows'. Segura Morán et al. (2014) use the term landscape services to refer to services such as renewable energy production. All of these terminologies are an attempt to emphasise the link between the provided services and the ecosystem's ability to deliver these. Regardless of the often confusing terminology, the essence of the argument is that not only are the services themselves of importance, but the landscape's ability to deliver these functions must be incorporated into management plans.

In the present study, I will continue to use the term ES in order to avoid confusion. This applies to all of the services that I will incorporate into the model, regardless of the typology that they fall into. For instance, the aesthetic aspects of the landscape that are used in this analysis are a combination of peoples' appreciation of the landscape and how this relates to their interactions with physical features of the environment. Moreover, it is the landscape's ability to deliver aesthetic enjoyment to those who use it for cultural and other reasons. As will be seen later, I term this service simply aesthetics. Some authors may insist this is a landscape service as opposed to an ES. In the end, the terminology is less important than the concept of successfully integrating these services into the optimisation model.

2.2.2 Evaluating ecosystem services

A variety of tools have been developed for the mapping, valuing, and quantification of ES (Busch et al., 2012; O'Higgins & Gilbert, 2014; Grêt-Regamey et al., 2015). The economic valuation of ES is a method to assess and trade the effects of human activities in the provisioning of these services. As such they form a natural bridge between the natural and social sciences. However, the complicated relationship between ecosystems and the final service provided has caused some difficulty in the valuation of ES (O'Higgins & Gilbert, 2014). Still, the concept has been widely welcomed. For instance, a recent European Union directive for member states to map their ES has produced a large set of data to be used by various institutions and towards many applications. Overall, the valuation of ES is data-dependent and can be resource-intensive, but it is imperative that appropriate evaluative techniques be employed in order for any study to reflect real-world situations and offer pertinent and realistic solutions.

One of the major problems with ES valuation is that in many cases, a value for the service provided cannot be expressed in monetary terms. By failing to attribute a market value to these ES, it is difficult to incorporate them into traditional eco-
nomic models. Although a monetary value isn’t a prerequisite for inclusion of ES in a plan, valuing them in some way allows them to illustrate important relationships such as economic externalities of environmental processes or change (O’Higgins & Gilbert, 2014). Alternately, because the ES concept is grounded in ecology, these services can be instead be defined and measured using ecologically relevant units (Böhnke–Henrichs et al., 2013), so long as this is appropriate for the particular study. Another drawback is that the complex interactions between ES make it difficult to predict their behaviour in a changing landscape. It is often assumed that there is a linear relationship between ES and their provisioning, but this is not always the case (Bennett et al., 2009). Additionally, there is often a mismatch in the scale on which an ES is evaluated and that in which it interacts with others, causing great difficulty in appropriate ES valuation (Broekx et al., 2013; Lester et al., 2013). Most ES are not good surrogates for each other and must be assessed separately before they can be combined for study (Bennett et al., 2009).

While the assessment of ES can be a challenging topic with many stakeholders who have differing opinions, Switzerland benefits from a supportive system that helps to standardise the process; an indicator-based monitoring system (LABES) has been developed to map the different landscape features in detail (Kienast et al., 2015). This data, along with additional mapping projects undertaken by Hergert (2013); Hergert et al. (2014); Segura Morán et al. (2014), result in a large amount of information available to address the challenge of spatial planning in this small country. This sets the stage for the development of a tool to effectively communicate ES trade offs within the growing renewable energy sector in Switzerland and towards fulfilling its ambitious future electricity needs.

2.2.3 Applying ecosystem services

The ES approach, as described by Busch et al. (2012), uses their spatial dimension expressed in certain units to address, describe, and predict the relationship between ecosystems and human activities, even when markets cannot do so (Böhnke–Henrichs et al., 2013). It focuses on the interconnectivity of the natural environment, leading to a more complete, holistic and integrated construction of the socio-ecological system (Baker et al., 2013). This approach helps to identify and quantify the links between human welfare and the environment and thus to evaluate the effects of management interventions (Böhnke–Henrichs et al., 2013). This model results in the effective framing of the environment in terms of communication with stakeholders and decision makers (Baker et al., 2013). By dealing with ‘bundles’ of services, the ES approach allows decision makers to reflect on the impacts of their plan on the environment rather than only vice versa by attributing value to services provided. This is a true application of EBM (Grilli et al., 2013).

Attributing value to services which were previously not incorporated into models has brought different ideas to the forefront of spatial planning. For instance, the importance of non-extractive ES can be stressed by including cultural services in an assessment (Ruiz–Frau et al., 2013; Hergert et al., 2014). In instances where public opinion affects regulation, the perceived values of environmental aspects such as aesthetics can be assessed and included in policy creation (Meyerhoff et al., 2010). Considering ES when making decisions about the use of ecosystems can
provide anthropocentric arguments for policies that previously would have not been seen as advantageous (Schröter et al., 2014).

2.2.4 Using the ES approach to evaluate trade offs

One area of environmental assessment where the ES approach has proven to be very useful is in addressing costs and benefits and in trade off analyses (Anderson et al., 2009; Carpenter et al., 2009; Kumar et al., 2013; Lester et al., 2013; Segura Morán et al., 2014; Schröter et al., 2014). Well-informed decision making regarding trade offs requires that all costs and benefits be taken into account and with this method, regardless of the evaluative criteria, attributing value to ES encourages this to take place (De Groot et al., 2010). Cost–effective conservation that minimises opportunity costs in terms of foregone commodity production is an example of this concept in action (Schröter et al., 2014). From a broader perspective, any policy changes in land management will lead to a trade off in service supply by the landscape affected (Willemen et al., 2012). To effectively minimise this trade off in supply of different services, land management actions should be governed and guided. The ES approach is a method to attain just that.

It is important to recall that trade offs, as perceived by the ES approach, are interactions from a societal point of view. By assessing the system as a whole, this concept allows for an objective evaluation and leads to an objective outcome. When the cost versus benefit relationship within a system is analysed from a subjective viewpoint that doesn’t necessarily incorporate the whole system, then the situation results in a conflict. In these scenarios, there is a perceived winner and a loser. The ES approach allows for the weighting of different ES so that decision makers can focus their management priorities in these cases (O’Higgins & Gilbert, 2014). By recognising that modifying services may compromise the delivery of others, conflict between policies and conservation or management goals can be avoided or solved (Howard et al., 2013). Within the context of the present study, Huber et al. (2015) explain that, in order to ensure that renewable energy is socially accepted, current and future land–use conflicts should be assessed.

The present study offers a methodology to use the ES approach in assessing trade offs with wind electricity production in Switzerland. Using the ES approach in evaluating the trade offs with renewable sources of energy has three great advantages according to Hastik et al. (2015). First, multiple environmental issues can be assessed together. Second, it allows a systematic comparison of energy system changes and their effects on different ES. Third, it serves to bridge the gap between the social and natural sciences by facilitating the decision making process and encouraging dialogue among stakeholders.

2.3 The Challenge of Policy Making Amid Ecosystem Scale Assessments

According to Broekx et al. (2013), the key challenge of policy–making today is how to minimise the degradation of ES with ever–increasing demands for their services. The idea of EBM of natural systems implies an attempt to link actions and concepts on a large scale (Böhnke–Henrichs et al., 2013; Gimpel et al., 2013). By integrating ecological, social, and economic interests, decisions can be made
with a balanced view of the management outcome. These concepts have been effectively applied in marine and terrestrial systems, but rely heavily on information about ES.

The concept of ES is located at the science-policy interface where they translate the link between ecological processes and human well being in a way that, critically, can be understood by decision-makers (Böhnke-Henrichs et al., 2013; Helming et al., 2013). By effectively communicating scientific knowledge at the implicit level of policy, the complex interactions between ES can be presented in such a way that informed decisions can be made.

To effectively manage ES on an ecosystem scale, decision-makers need to know how ecosystems function, how humans benefit from these ecosystems, how human activities impact these ES, and how human activities can be most effectively influenced through policy interventions (Kumar et al., 2013). Much of this information is collected and prepared by scientists who then have to communicate the results to those who make policy. The difficulty encountered in many present-day decision-making systems revolves around their inability to incorporate natural capital into decisions. This requires policy-makers and scientists to foster innovative solutions that aim to reduce the knowledge gap between the social and natural sciences (De Groot et al., 2010; Howard et al., 2013). To tackle this problem, a great deal of research has focused on the integration of ES in landscape planning, land management, and decision making (De Groot et al., 2010; Helming et al., 2013; Levin et al., 2013). These decisions relate to spatially oriented questions of how and where the landscape can be modified in order to enhance the provision of one or more landscape services. Although the importance of combining these concepts is clear, the poor understanding of how ES are connected and issues relating to their valuation has limited the effectiveness of these methods.

In line with the concept of EBM, the landscape service approach to land management incorporates a comprehensive landscape assessment (Segura Morán et al., 2014). Once established, this information can be combined with the ES approach to understand the outcomes of planning decisions. This process is also based, however, on detailed knowledge of the relationships within the ecosystem. Therefore, in order for this approach to bridge the gap between science and policy, we first must comprehend this often complex topic.

2.3.1 Limitations of the ES approach

There are several drawbacks of using the ES approach in spatial planning and management. For example, the legal framework within which most policy decisions are made may not be open to the system of ES valuation that is still in its infancy. Uncertainty in the valuation of and relationships between ES can impede their use at the decision making level. Also, ES may not be relevant at the same spatial or temporal scales on which decision making takes place (Baker et al., 2013), leading to a discrepancy between the decisions and affected parties. In the end, the ES approach is only a guideline and the actual management decisions may be made with other, non-integrated aspects of the system in mind.
2.4 Applying the ES Approach to the Renewable Energy Revolution

Among other applications, the ES approach allows for the assessment of a range of environmental issues associated with expanding renewable energy exploitation (Hastik et al., 2015). The production of electricity through these new technologies is not considered an ES onto itself, but instead represents an abiotic output (Haines-Young & Potschin, 2013) which must be considered separately. In general, due to this and other factors, energy planning has difficulty integrating ES (Helming et al., 2013). Assessing and evaluating this conflict is a powerful tool to help bridge the gap between science and policy in a field that is becoming increasingly important as governments turn to developing renewable sources of energy production.

Few studies have concentrated on the spatial assessment of the conflict between renewable energy and ES (Segura Morán et al., 2014; Huber et al., 2015). Among these are several analyses of wind electricity development. The siting of wind farms often results in negative effects on some aspects of the environment (Leung & Yang, 2012). To integrate social and ecological constraints of wind farm construction and to mitigate the negative effects, the ES approach can be used (Grilli et al., 2013). The end result is the balance between the costs borne by the entire system and resources gained by the installation and operation of a wind farm. From the view of spatial planning, wind turbines are in direct competition for space with other land uses and related ES (Meyerhoff et al., 2010). There are a variety of approaches, both quantitative and qualitative, that have been used to illustrate this conflict, with varied levels of success.

2.4.1 Qualitative assessment of wind electricity conflicts

The trade-offs between ES and abiotic outputs can be evaluated and interpreted in different ways; graphically or qualitatively. Conflict mapping has been used several times to understand the conflict between wind electricity production and ES competing for space (Ruskule & Veidemane, 2011; Hergert, 2013; Lester et al., 2013; Hergert et al., 2014; Huber et al., 2015). This spatially-explicit modeling aims to intersect visual representations of ES (including electricity production) in order to evaluate conflicts.

Segura Morán et al. (2014), for example, demonstrate that evaluated ES can be mapped alongside the landscape’s electricity production potential in order to highlight areas of high or low conflict. By intersecting map layers directly using geographic information system (GIS) software, the conflicts between services were assessed. Huber et al. (2015) take this one step further and develop models for electricity production in a conflict-free area. Areas across the whole of Switzerland were assessed as being suitable for wind turbines in this study. The problem however, from a management perspective, is that the described relationships are not directly quantified and arbitrary levels of conflict are used. This may not offer the most comprehensive method to communicate these findings with decision makers.

Von Der Dunk et al. (2011) use an even more passive method to evaluate conflicts. By researching print media, the authors correlate published information with conflict analysis. This may be somewhat effective in a country like Switzerland, where there is high landscape awareness (Huber et al., 2015), but the results...
will be extremely difficult to extrapolate. The studied scale may also very widely between areas. Also, there is certainly a bias in the information gathered which may not reflect stakeholders' views if incorporated into a management plan. It is important to incorporate the interests of all relevant parties in spatial planning (Ruiz-Frau et al., 2013).

Ruskule & Veidemane (2011) interviewed stakeholders to determine what was important to them in their analysis of a marine spatial plan (MSP) in the Baltic Sea. This resulted in good coverage of interest groups' concerns, but the further mapping of conflict was conducted without a sound methodology that incorporated the ES approach. Again, the effectiveness of the analysis suffers from generalised conflict mapping.

2.4.2 Quantitative assessment of wind electricity conflicts

A different approach to conflict assessment and analysis attempts to quantify the relationship between wind electricity production and ES provisioning.

Some studies have used the ES approach to tackle complex spatial planning issues on land and in the sea. Gimpel et al. (2013) employ a spatial risk assessment tool to highlight the conflicts between offshore wind turbines and important fish habitat in the North Sea. The environmental impacts of other sea uses on the fishery were assessed with this tool. It was determined that offshore wind farms will increase the conflict potential, but it remains to be seen how to quantify this relationship. This complicated method focuses on the effects of just one ES, however, which has limited use for decision makers.

Grilli et al. (2013) develop a 'Wind Farm Siting Index' to assess the suitability of a location to an offshore wind farm. This complex assessment tool is based on a variety of variables, thereby increasing the potential for errors and limiting its scope. This index then has to be assessed vis à vis the other ES. This technical interpretation may not be suitable for communication with decision makers.

Multicriteria decision evaluation frameworks have been used by some researchers to evaluate conflict in similar studies (Gamboa & Munda, 2007; Kannen, 2014). This analysis–heavy attempt to include social elements in the process introduces bias at several stages and the use of compatibility matrices requires site–specific information that may not always be available. This method, too, is heavily dependent on concepts that may be difficult to effectively communicate to policy makers.

Göke & Lamp (2012) demonstrate how an effective ES approach can be used to quantify and evaluate the conflicts posed by offshore wind farms on the MSP in the Baltic Sea. The methodology introduced allows for different ES to be compared and combined in an attempt to solve spatial issues. This is further enhanced by using optimisation software that evaluates conflicts in such a way that the relevant ES can be weighted. The present study incorporates some of the ideas and methods from this marine study and transposes it into a terrestrial setting where the trade off with ES is assessed differently.
2.5 Optimisation

To tackle the complex problems posed by wind electricity development in a spatially-explicit management landscape, the ES approach can be combined with other tools. The costs and benefits of competing ES can be weighed and modeled in order to better understand their relationships. When this information is presented to decision makers, they are better able to make informed policy decisions based on their requirements and the available data. Meyer et al. (2009) argue that it is important for a spatial analysis model to be able to specify a decision maker’s preferences. To this end, a combination of model tools and optimisation may reduce the complexity of the problem and make the results more easily grasped.

Various optimisation models have been developed and applied in the field of spatial planning and land management (Orsi et al., 2011). However, some problems have emerged with the traditional models. For instance, problems of scale become apparent when the models fail to account for local peoples’ needs. Further, an optimal and repeatable solution is important for communication with decision makers.

Marxan is optimisation software that was designed as a tool to provide decision support for systematic nature conservation planning (Ball et al., 2009; Göke & Lamp, 2012). To minimise cost while maximising benefits (e.g. protected species), the program evaluates different potential spatial management decisions. By combining a variety of inputs, it allows for direct economic costs to be evaluated against other estimates. In the context of conflicts in the field of spatial planning, this program has shown to be flexible and effective in its proposed solutions (Chan et al., 2006; Kiesecker et al., 2009; Bolliger et al., 2011). In the planning of marine protected areas, for instance, it successfully quantified the benefits of integrating extractive and non-extractive interests (Ruiz-Frau et al., 2013). The heuristic algorithms that the program uses are good for planning as they can incorporate large data sets and provide a set of near-optimal solutions in the analysis (Nackoney & Williams, 2013).

Marxan has already been used successfully as a conservation and land planning tool in Switzerland (Bolliger et al., 2011; Götz, 2014). Additionally, it has been applied to MSP with offshore wind farms in other areas (see previous section). This latter study was the first time Marxan was used to address issues of wind electricity production from an optimisation perspective while using the ES approach. By combining different costs into the model (both economic ones relating to the monetary cost of turbine installation as well as impact on other ES), the authors demonstrated how balancing conflicting needs results in a spatial solution unique to the restrictions imposed on the system. The present study, however, is the first to use Marxan as a spatial planning tool for land-based electricity production.
3 Methods

3.1 Study Area

Switzerland is a country in central Europe that can be divided into five major geographic zones (Bolliger et al., 2011) (figure 1). The Central Plateau is nestled between the Jura Mountains to the northwest and the Alps to the southeast. This larger mountain range can be further divided into three regions; the Northern, Central, and Southern Alps. Switzerland’s 41,285 km\(^2\) are bordered by France, Germany, Austria, Lichtenstein, and Italy (Wikipedia, 2015). Around 70% of the landlocked country is steep or mountainous terrain, with the remaining 30% located on the Central Plateau, where most of the larger cities are located alongside rivers and lakes, forests, and agricultural zones. The country's 8 million inhabitants live mostly in the Plateau area and the overall density is about 200/km\(^2\). In all, 48 of Switzerland’s mountains are over 4,000 metres and a large proportion of the country is in these higher elevations.

![Figure 1: Location map of Switzerland in Europe showing the major geographical regions (after Bolliger et al. (2011)).](image)

3.2 Modifying Marxan for the Present Study

The program MARXAN (Game & Grantham, 2008; Ball et al., 2009; Bolliger et al., 2011) was used to optimise the selection of wind turbine sites across Switzerland. Since Marxan was originally designed as a conservation planning tool, some of the inputs, outputs, and parameters were necessarily adjusted for use in the present study. Once they were prepared, these were introduced into the program so that it correctly conducted the optimisation algorithm. The following outlines the file types necessary in order for Marxan to run properly.
For an overview of the work flow followed in the present study, please refer to figure 2.

3.2.1 Input files

There are several input files required for Marxan to run an optimisation. Each is in a .dat file format. Four files are necessary, while another is used to establish relationships between Planning Units (PU) (Game & Grantham, 2008).

input.dat

This input parameter file contains information that is needed to instruct the program how to conduct and assess the optimisation. Included here are the number of iterations, the number of runs, the path filenames, the specific type of annealing to be used, and so forth. All of these settings can be adjusted by the user.

pu.dat

The planning unit file is a list of the individual PU, each with a unique identification number, along with a cost value contained within each. Only one cost can be given for each PU. Generally, this is a value that differs between PU.

spec.dat

Contained in the conservation feature file is information about the features being considered, such as their name, targets, and representation requirements.

puvfeat.dat

The planning unit versus conservation file contains information on the distribution of conservation features in each of the PU. Multiple features can be listed, each with a value for the given PU. The sum of these conservation features represents the target to be achieved.

boundary.dat

This is a measure of the boundary length, or ‘effective length’ of shared boundaries between PU. Using a plugin for ArcGIS (ESRI, 2015), a file containing the actual length between each of these units can be calculated. Any PU that borders another will be assigned a value for the length of this association. Although not required, this file allows the user to specify a degree of connectedness between PU through use of the Boundary Length Modifier (BLM).
3.2.2 Output files

Marxan produces a variety of outputs that must be interpreted in order to better understand their significance. These are produced as .txt files and are converted into .csv format by the user in order to be exported for use in other programs.

scenario_sum.txt

For each run of a particular Marxan setup, a separate file is generated showing whether each PU is selected or not. The scenario_sum.txt file compiles the results from each run; the Score that helps select the best run, the Cost associated with each, how many Planning_Units were involved in the solution, the length of the boundary of the reserve system (labeled Connectivity), and if there was a Shortfall in reaching the target.

scenario_best.txt

The program then selects the run with the lowest value (based largely on the associated cost for each run) and labels this as the best solution for the optimisation. This may not represent the ideal system of selected PU, but it shows the one with the lowest associated cost and objective function value (This objective function is explained in detail by Ball & Possingham (2000). The file has two columns; planning_unit (PU id) and solution (1 = included in solution, 0 = not included).

scenario_ssoln.txt

The summed solution file provides the selection frequency of each planning unit across all runs. Each line has the PU id and how many times it was selected as a solution in individual runs. There are two columns in this file; planning_unit (PU id) and number, which represents the number of times that each PU was selected within the 100 runs.

3.2.3 Planning units

Although it can be run with any shape of PU, Marxan has been shown to work especially well with hexagons. One great advantage is that the actual boundary length between adjacent PU can be easily calculated, offering an important tuning parameter for the software (Göke & Lamp, 2012). In the present study, hexagons were used to represent the sites that could be used for wind turbine locations. Based on recommendations from Lütkehus (2013), Segura Morán et al. (2014), and Huber et al. (2015) regarding the minimal distance between wind turbine sites, hexagons with an incircle radius of 400 metres were used. These shapes have an edge length of 461 m, a diagonal of 800 m, and an area of 554,256 m². The literature suggests a minimum distance of 456 m between turbines to account for variable local conditions and turbine types, etc. The distance was almost doubled in this analysis, however, for a few reasons.

First, the hexagons are built around as little as one Ha of suitable wind sites (based on previous analysis), meaning that it is possible that there is only a small part
of the area that can actually be used for wind power generation. To maximise the probability that a chosen hexagon is actually usable, they were kept large. Second, assuming that a wind turbine can be built anywhere on a hexagon suggests that two turbines could be built close to one another if they are built in adjoining hexagons. Maintaining a large PU area allows for room to move these conflicting turbines in a real situation. Third, in practice, it seems that the minimum required distance between wind turbines varies according to local conditions. Often, turbines are built much closer together, as is the case in many extant wind farms. In the present model, I maintain that, in reality, multiple wind turbines could be built on a hexagonal PU, provided there is enough suitable area within that space. By keeping the PU large, I am allowing for flexibility in the planning of future wind farms.

By incorporating a larger area for PU in the present study, flexibility of turbine siting is respected while maintaining the requirements suggested in the literature and other models.

In a later step, suitable wind turbine locations comprised of two or less adjoining hexagons were removed from the list of available sites. This is an extension of the reasoning above so that, in the case that only one turbine can effectively be built on each hexagonal PU, the minimum requirements of a wind park are met. Economic and practical reasons often dictate that more than a few turbines must
be planned at a farm before it is built.
The entire area of Switzerland was divided into 183,860 hexagons using ArcGIS. Each hexagon was assigned a unique identification number that was used throughout the model. This is a similar method to other studies using this software (Göke & Lamp, 2012; Makino et al., 2013).

3.2.4 Target

Marxan optimises the sites selected in order to reach a set objective. This target represents an accumulation of a given feature that is used to balance the costs associated with the sites being included in a solution. Using a selected PU as a wind turbine site will result in a given electricity output which, when calculated across the entire system, represents the theoretical amount of electricity generated by a collection of wind parks.

The location of a wind turbine is critical to its potential power output (Bohrer et al., 2013). With this in mind, to calculate the electricity output of each PU, three factors were taken into account:

1. Available wind speed
2. Suitability of the site for wind turbines
3. Power output generated by a selected wind turbine model

3.2.4.1 Wind speed

The minimum required average wind speed used in preparing renewable energy strategies in Switzerland is 4.5 m/s (Office Fédéral de l’Énergie, 2004; Meteo Test, 2012). Measurement of wind speed is used to calculate electricity output of a given model of wind turbine. Hergert (2013) and Segura Morán et al. (2014) used data from Meteo Test (2012) to map wind speed at a hub height of 120 m. These speeds are shown in figure 3.

3.2.4.2 Potential for wind turbines

Hergert (2013) and Segura Morán et al. (2014) then used a method designed in part by Meteo Test (2012) to assess the suitability of sites to wind turbines across Switzerland. The selected sites were far enough from buildings, urban areas, bodies of water and located on flat to gradually sloping terrain. Figure 4 shows the resulting map of areas suitable for wind turbines in Switzerland, along with the matching maximum nominal wind speed.

3.2.4.3 Turbine selection

Here, the Vestas V112–3.0 MW model was selected, as it performs well in low wind conditions (starts at 3.0 m/s) and is suitable for the Swiss climate (Vestas Wind Systems, 2012). These turbines have a hub height of around 120 m and rotor diameter of 112 m.
Figure 3: Average annual wind speed calculated at a height of 120 m in Switzerland.

<table>
<thead>
<tr>
<th>Nominal wind speed m/s</th>
<th>Full load hours h/yr</th>
<th>Operating hours h/yr</th>
<th>Power production MWh/yr</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0</td>
<td>1276</td>
<td>6874</td>
<td>4832</td>
</tr>
<tr>
<td>5.5</td>
<td>2124</td>
<td>7448</td>
<td>6376</td>
</tr>
<tr>
<td>6.5</td>
<td>2999</td>
<td>7799</td>
<td>7702</td>
</tr>
</tbody>
</table>

Table 2: Power generation of Vestas V112 3 MW turbine as calculated using (Meteotest, 2015).

3.2.4.4 Calculating electricity output

ArcGIS was used to combine the wind speed (raster) and suitable sites (feature class). The extract by mask function was employed to evaluate all suitable areas where wind speed was above 4.5 m/s. Three categories of wind speed were regarded: 4.5–5.4 m/s, 5.5–6.4 m/s, and >6.4 m/s, following Segura Morán et al. (2014). This layer was then intersected with the PU layer to identify all PU with adequate wind speed to justify building a wind turbine. Then, PU were aggregated to 3 or more connected hexagons as it was assumed that economic reasons would make it impractical to build less than 3 turbines at a given site. The highest nominal wind speed in a given potential turbine location was used to assign it to one of the three categories of wind speed. Based on a supplied calculator of electricity output (Meteotest, 2015), the potential electricity generated (MWh/yr) by a single turbine at each potential site was assigned to the PU. Table 2 shows the calculated electricity output of the Vestas V112–3.0 MW turbine at various wind speeds.
3.2.5 Overall target

As part of the Swiss energy strategy (Meteo Test, 2012), renewables are meant to make up a large part of the future energy mix. In a present-day scenario, a maximum of 14.5 TWh/yr is calculated to potentially come from wind generation (with a minimum wind speed of 4.5 m/s). Hergert (2013) calculated that, given realistic restrictions on wind turbine sites, Switzerland can expect to generate less than 4.0 TWh. Segura Morán et al. (2014) found that, when aiming to severely limit conflict with a set of ES across the country, 5 TWh of electricity could be generated by wind. To keep within this range and in order to investigate the effectiveness of the program, overall electricity targets of 5, 8, 10, and 12 TWh/yr were applied to the Marxan runs.

This setup allows Marxan to easily calculate the overall electricity output of a selection of sites, by summing up the individual outputs of each hexagon in a solution.

3.2.6 Cost

3.2.6.1 Ecosystem Service Units

In order to easily compare different ES, an arbitrary, non-monetary unit was used in the present study. The ‘Ecosystem Service Unit’ (ESU) represents an arbitrary amount of service provided. This allows different ES to be evaluated collectively by Marxan as it uses one single cost in its optimisation analysis. Each ES used in this analysis was evaluated on a 100 m X 100 m (ha) grid and each pixel was
assigned an ESU for that particular ES between 0 and 4. For the original, un-weighted analysis of ESU, each Ha pixel could have a maximum value of 20 (5 individual ES valued between 0 and 4). Summary statistics were then used in ArcGIS to calculate the value of ESU in each hexagonal PU. Finally, the ESU of the five ES calculated in each PU were added together as the total ESU for that hexagon. This number was entered into Marxan as the 'Cost' associated with each PU.

The ES used in the present analysis belong to three themes of the CICES classification system (table 1 after Haines-Young & Potschin (2013)). Two types of provisioning services are analysed. First, cultivated crops are considered along with reared animals and their products (Nutrition Division, Biomass Group) and treated as a single ES that I term “agriculture”. Second, fibres from plants (Materials Division, Biomass Group) are here considered as “forestry”. The two services examined from the cultural Section belong to the Physical and intellectual interactions Division. For the present study, I use the terms “aesthetic” to represent the aesthetic Class of ES belonging to the Intellectual and representative interactions Group and “tourism” as an example of the physical use of landscapes Class in the Physical and experiential interactions Group. The third Section, regulation and maintenance is represented by the Maintenance of physical, chemical, biological conditions Division. This final ES that I term “biodiversity” is an aggregate term that includes several aspects of the ecosystem important for its proper functioning. It is important to note that electricity from wind (discussed earlier) is not considered an ES by the CICES definition. Instead, it is a distinctly classified abiotic output of the environment.

Some of the data sets used in his study represent different time periods. The source data for agriculture and forestry (provisioning Section) are from predicted land use scenarios in 2050 while the cultural and biodiversity Sections are more current (from 2011). This was done to demonstrate that the model can successfully accommodate different data sources and to emphasise that these differences will be incorporated into a cost calculation regardless of origin. This underscores the need to ensure that the most appropriate data are used in an analysis; the quality of the output will rely heavily on this. In the present study, I aim to stress the range of data that can be used while demonstrating the model’s flexibility.

The following assignment of ESU for the five ES is the original distribution to be used in the analysis. The preliminary conversion of source data into ESU are summarised in table 3.

### 3.2.6.2 Cultural Section

**Intellectual and representative interactions Group**

The model for the Intellectual and representative interactions Group (termed simply “aesthetics” in the present study) is based on the result of surveys conducted to identify appreciation of the landscape that were then combined with the relevant features. Figure 6a is adapted from Segura Morán et al. (2014) who used the LABES Indicator 24: ‘Schönheit der Landschaft’. This data set was re-sampled form 50X50 m to 100X100 m in order to assess all of Switzerland at the same scale.
### Table 3: Conversion of source ES values to ESU for the original Marxan analysis

<table>
<thead>
<tr>
<th>ES</th>
<th>Quantitative value</th>
<th>Qualitative value</th>
<th>Marxan value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aesthetics</td>
<td>0</td>
<td>None</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0 - 0.75</td>
<td>Low</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.75 - 1</td>
<td>Med</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1 - 1.75</td>
<td>Med-high</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1.75 - 2</td>
<td>High</td>
<td>4</td>
</tr>
<tr>
<td>Tourism</td>
<td>0 - 0.005</td>
<td>None</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>0.005 - 12</td>
<td>Low</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>12 - 20</td>
<td>Med</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>20 - 33</td>
<td>Med-high</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>33 - 76</td>
<td>High</td>
<td>4</td>
</tr>
<tr>
<td>Agriculture</td>
<td>Overgrown</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Closed forest</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Open forest</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Urban</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Arable agriculture</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Pasture agriculture</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Forestry</td>
<td>Overgrown</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Closed forest</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Open forest</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Urban</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Arable agriculture</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Pasture agriculture</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Biodiversity</td>
<td>0 - 0.25</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.25 - 4</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4 - 6</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>6 - 9</td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

**Physical and experiential interactions Group**

Similar to the aesthetic evaluation, the mapping of physical and experiential interactions value in Switzerland is the combined result of surveys and landscape features. In the present study, this ES is termed “tourism”. The data used here are based on the tourism potential map developed by Segura Morán et al. (2014). Figure 6b shows the distribution of this ES divided into five categories based on the values found in that study. This classification is based on the natural breaks function within ArcGIS.

**3.2.6.3 Provisioning Section**

**Nutrition Division**

Based on the 'Trend' scenario presented by Price et al. (2015), the extent of different agricultural land uses across Switzerland were mapped. Figure 5 shows the different categories of land use predicted in the year 2050 based on the current trend. This future scenario was used because it represents a realistic situation within the time frame required by the Swiss energy strategy. Areas in this data
set that were overgrown, forested, or in urban places were given a value of 0. Arable agriculture was given a value of 2 ESU, while pasture agriculture, used for domesticated animals, was given a value of 4 ESU. Since I have combined two different ES into one Group, I am taking advantage of the hierarchical CICES structure. The main reason that I have done so is due to the available data sets that incorporate only two types of agricultural land use; arable or pasture.

**Materials Division**

The same source, Price et al. (2015), was used to map ES derived from forests. Based on Figure 5, areas not covered in forest were assigned a value of 0, those covered by open forest a value of 2 ESU, and those with closed forest a value of 4 ESU. The services gained from a closed forest are assumed to be greater than those from a more open landscape. Figure 6d shows the conversion of this source data into ESU used in the present study.

**Figure 5:** Trendscenario land use map adapted from Price et al. (2015).

### 3.2.6.4 Regulating and maintenance Section

**Maintenance of physical, chemical, biological conditions Division**

This CICES Division incorporates several different Groups and Class of regulating services. For this study, the ES is termed “biodiversity”, reflecting the understanding that an ecosystem, with many interconnections, is more resistant to pressures put on it.

The distribution of biodiversity value in Switzerland is based on analysis by Se-
gura Morán et al. (2014). This data incorporates important habitat areas as well as different indicators for diversity. It is an aggregation of different sources, sometimes called habitat, and sometimes biodiversity. I will continue to use the term biodiversity with the understanding that it includes habitat information and various species inventories. To convert values from the source data, the natural breaks function in ArcGIS was used. The original values between 0 and 9 were translated into ESU between 0 and 4.

All of the other spatially-explicit source data can be found in appendix A.

The resultant ESU distribution for each of these ES used in the present study is displayed in figure 6.

![Figure 6: ES values based on conversion from source data. The one legend refers to the same ES values in individual ES maps. a) b) and e) represent data from 2011, while c) and d) are predicted scenarios in 2050.](image)

### 3.2.7 Edge hexagons

Because the method to overlay a hexagonal grid over Switzerland relies on a fixed point from which to anchor the coverage, the country’s irregular borders mean that many of the PU overlap its boundaries. The inset of figure 17 shows some detail of the hexagonal grid along the border of Switzerland. Since the ES analysis was restricted to the country’s borders (the data sets not extending to other countries), these hexagons originally held much lower values of ESU due to their smaller coverage within the borders. Assigning this value to these PU would re-
sult in erroneous Marxan outputs since it would preferentially choose these PU with lower ESU values. The true cost of placing a wind turbine on one of these PU would not only affect the area of Switzerland, but also the area beyond its borders. Whether or not this represents an externality is not within the scope of the current study.

To accommodate the border PU, a method was developed in ArcGIS to extrapolate data from surrounding PU. Hexagons selected as suitable wind turbine sites by the previous steps that intersected with the country's borders were isolated manually. A buffer of 1000 m was generated around these 376 hexagons and information about the ESU sum of PU within this buffer was summarised. An average value of ESU was then calculated and assigned as a value to the edge PU. Although this doesn't represent the true ESU value of these PU, it does reflect the overall pattern of ES distribution on the scale of hexagons used in the study. This procedure was repeated for each scenario.

### 3.2.8 Boundary Length Modifier

The BLM is an optional Marxan parameter that determines how much emphasis is placed on minimising the overall boundary length of the system of selected sites (Game & Grantham, 2008). Minimising this length will create a more compact system of sites. The targets then are more likely to be met in a smaller number of large areas, rather than more smaller collections of sites. In the case of wind turbines, this is an effective parameter as it ensures that wind farms will have a larger minimum number of turbines. This tool, combined with the previous step of limiting the available sites to 3 turbines or more, aim to ensure that economic and practical considerations are involved in the optimisation of turbine locations.

Game & Grantham (2008) outline the method to assign a BLM to the Marxan optimisation. By experimenting with different orders of magnitude of BLM, the appropriate value can be found. This value was used in each Marxan run to encourage grouping of selected sites for wind turbines.

Figure 7 shows an example of how the BLM was calculated. Keeping all other inputs constant, the BLM is changed by several orders of magnitude until a consistent solution that reaches the target is found. Graphically, the point where the curve changes direction is said to demonstrate the correct BLM.

![Figure 7: Sample graph of BLM calculations. The BLM value of the points is labeled.](image)

### 3.2.9 Input files used in the present study

The following specifics of each input file used in Marxan outline how the data were modified for this particular use of the program. Samples of these files can be found in the text.
Figure 8: Example Marxan input file input.dat for scenario A, 12 TWh target.

input.dat

The input parameter files were generated using the supplied inedit.exe file maker. Most of the parameters were maintained as suggested in Game & Grantham (2008). The number of runs (NUMREPS) was changed to 100 for all analyses. This allows a larger sample of runs to demonstrate the particulars of the different scenarios. 1,000,000 iterations were selected. All runs were conducted with simulated annealing (RUNMODE = 1). An example of this is shown in figure 8.

Figure 9: Example Marxan input file spec.dat for scenario A, 12 TWh target.

spec.dat

This file was relatively simple, as only one target feature was used in this project. The target id, ‘1’, represents electricity output. ‘spf’ is an expression of how important it is to reach the target. Since there is only one target, this was set to ‘1’ for all runs in all scenarios. The ‘target’ was variably set to 5,000,000, 8,000,000, 10,000,000, and 12,000,000 MWh. This unit was used as it avoided decimals while working with the electricity output of PU. The ‘name’ of the single target used was Wind Energy (figure 9).
**pu.dat**

The PU identification number (id), as explained earlier, was used to differentiate hexagons. Once the cost of each PU expressed in ESU was calculated using ArcGIS, the values were tabulated versus the potential wind turbine sites and exported as a comma separated values (.csv) file. This was then converted into a .dat file with two columns; id and cost (figure 10).

**puvfeat.dat**

Since there was only one conservation feature explored in this analysis, electricity output, the first column of this file, ‘species’, was 1. The second column listed the PU id’s (pu). The third column was the ‘amount’ of electricity, in MWh generated by a fictional turbine located on the respective PU. This was one of three values, as calculated earlier, based on the maximum nominal wind speed: 4832 MWh, 6376 MWh, or 7702 MWh (figure 11).

<table>
<thead>
<tr>
<th>id</th>
<th>cost</th>
<th>species</th>
<th>amount</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>4832</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6376</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>7702</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 10: Example Marxan input file pu.dat for scenario A, 12 TWh target.*

*Figure 11: Example Marxan input file puvfeat.dat for scenario A, 12 TWh target.*
Figure 12: Example Marxan input file *boundary.dat* for scenario A, 12 TWh target.

*boundary.dat*

This file lists each connection between adjacent hexagonal PU. It shows first the two PU id's (id1 and id2) and the 'boundary length' of the connection between them. Because the PU are hexagonal, each of these connections are of the same value, that is 404.145 m (figure 12).

### 3.2.10 Scenarios

Marxan was run with the unweighted (original) distribution of ESU calculated by the method described earlier. For each of the four target values (5, 8, 10, 12 TWh) 100 runs of 1,000,000 iterations were used and the 'best solution' and 'selection frequency' were recorded for each.

To test the effect of different values of ES on the optimisation, the ESU value associated with each type of ES was altered in different scenarios. By using ArcGIS to reassign values to each Ha throughout Switzerland, the ESU or cost of individual PU were changed. Additionally, two other scenarios were developed to test the effect of certain restrictions on the optimisation model. The following scenarios were tested using different Marxan runs. The initial assessment was made using the original, unweighted ESU values, whereas the next six scenarios represent
alterations to the ESU valuation. The final two scenarios involve restrictions on available sites:

A) Unweighted (original) ES assessment
B) Provisioning services value multiplied by two
C) Provisioning services value multiplied by four
D) Cultural services value multiplied by two
E) Cultural services value multiplied by four
F) Regulating services value multiplied by two
G) Regulating services value multiplied by four
H) Avoiding areas without human infrastructure
I) Elevation adjustment

3.2.10.1 Restrictive scenarios

Avoiding areas without human infrastructure

Additional scenarios were developed and tested in Marxan in order to test the idea that certain restrictions on the availability of wind turbine sites can affect the optimisation model. It was assumed that wind turbines would more likely be accepted additions to the landscape in areas where infrastructure already exists. The effect of the perception that turbines don’t belong in landscapes where there is no preexisting infrastructure was investigated in this part. To test the effect of existing infrastructure on the model, the data set P32_af from the Swiss Landscape Monitoring Program LABES database was used (Kienast et al., 2015). All values of 0, on a resolution of 500 X 500 m, were considered to represent areas where there is no existing infrastructure. Polygons were created based on this information and all potential wind site hexagons that intersected with the areas where infrastructure already exists (the non-0 polygon) were included in a new sample of potential wind sites. This subset of sites was used in further Marxan runs with the original set of ESU.

Elevation adjustment

In their study of the effect of icing on wind turbines in cold climates, Sunden & Wu (2015) show that all of Switzerland is subject to conditions creating ice on wind turbines at least once a year. Much of the country, however, is susceptible to many more days of icing. Swiss alpine areas, in fact, are subject to between 15 and 30 days of these difficult conditions every year. This can have a drastic negative impact on the performance and safety of wind turbines, unless measures are taken to protect them from these conditions (Cattin, 2008). De-icing components are available, but can add considerable cost to a wind power project. Also, maintenance in low temperatures and icing conditions is more time consuming. To mitigate this cost in a financially-responsible environment that will be more appealing to decision makers, elimination of often icing wind turbine sites was conducted in scenario I.
Cattin (2008) shows that icing can occur anywhere in Switzerland at elevations above 1000 m above sea level. Existing sites that are located on exposed ridges and passes are especially susceptible to icing. Because some degree of icing is expected within the mountainous country, the scenario adjustment was not made to this elevation. Instead, a slightly higher 1500 m was selected to allow the program flexibility of choosing some medium altitude sites. Additionally, this would further assess whether altitude differences in ES distribution would have an effect on the optimisation.

By restricting the available wind turbine sites to certain elevations below 1500 m, this idea was tested. This employed ArcGIS to map elevation data for Switzerland. The unweighted ESU distribution of the remaining hexagons was then used in subsequent Marxan runs.

3.2.11 Marxan outputs

The resultant .txt files from each set of Marxan runs was analysed. The xTWh_best.txt (figure 13) was imported into ArcGIS and joined to the existing data of potential wind turbine sites. The selected sites were then mapped to visualise their distribution over the Swiss landscape. The associated xTWh_ssoln.txt (figure 14) was joined to the existing map of potential wind turbine site. Maps of the best solution and selection frequency of each potential wind turbine site. Maps of the best solution and selection frequency of each scenario were then created.

Figure 15 shows the other output file that contains information relevant to boundary lengths and the scores used to calculate the best run.

The best solution represents the run with the lowest cost. It suggests that, for a given electricity output, the particular selection of sites will result in the smallest loss of overall ESU. The selection frequency shows which sites are often included in multiple software runs. Sites that are frequently chosen (more than 75% of the time) are considered non-negotiable in that particular arrangement of ES valuation.

3.2.12 ESU loss

ArcGIS was used to determine the amount of each type of ES ‘lost’ in the resulting Marxan outputs. After isolating the non-negotiable PU in each scenario, the ESU associated with each ES in the respective hexagons was calculated using the summary statistics tool in ArcGIS. The sum of each ES throughout the whole system of selected sites was then calculated and the proportional change versus the original distribution over all potential sites was measured. This change was calculated for each of the four target electricity outputs.
Figure 13: Example of Marxan output file 12TWh_best.txt for scenario A, 12 TWh target.

Figure 14: Example of Marxan output file 12TWh.soln.txt for scenario A, 12 TWh target.

Figure 15: Example of Marxan output file 12TWh_sum.csv for scenario A, 12 TWh target.
3.2.13 Assumptions of the model

In Marxan, the costs associated with a PU are traded off with the target feature gained from using that area for another purpose. In the current model, the ESU are considered lost when the PU is selected as a wind turbine site. As such, it is assumed that when a site is selected, all the ESU associated with that hexagon will no longer be available. In other words, the true cost of selecting a site for wind electricity production is the total ESU of a hexagon with an area of 554,256 m$^2$. This is the worst case scenario where all ES are incompatible with wind turbines. This is unrealistic, however, as the services provided by the area around a wind turbine will be variably affected by its construction, operation, and disassembly. The resolution of the wind potential analysis is much higher than the hexagons and so it is assumed that a wind turbine can be constructed anywhere within a PU in order to make the best use of available wind.
4 Results

4.1 Wind Turbine Locations

The selection of possible wind turbine sites based on wind potential and wind speed resulted in 18,446 PU for the original assessment over all of Switzerland. The distribution of these hexagons is shown in figure 16. It seems that the majority of large clusters of sites are on the Central Plateau and in the Jura mountains, with more scattered groups lying within the area of the Alps.

The available sites for wind turbines were used throughout scenarios A through G. The two modified setups, however, limited the number of available sites for the analysis. These resulted in a different number of PU since restrictions were made on certain areas in Switzerland. Scenario H incorporated 16,150 PU or available sites while scenario I used only 9,712.

Figure 16: Location of hexagons representing available wind turbine sites aggregated to groups of three or more.

4.2 Electricity Output

Figure 17 shows the theoretical amount of electricity generated by a single turbine of the supplied specifications at each of the possible locations. The inset on
this same figure shows how the distribution of wind speed at a height of 120 m relates to each of the hexagonal PU that was included in the analysis. It is important to emphasise again that only a small fraction of a hexagon’s area need contain suitable wind in order for it to be included as a possible PU. Additionally, the model assumes that at least one turbine can be installed in a selected PU. In reality, more turbines could be built, pending local conditions. This would increase the electricity output, thereby reducing the required number of PU used to reach a given target. In the present study, however, this ‘worst case scenario’ situation was used. These parameters could be modified in a repeated study.

Figure 17: Distribution of theoretical electricity output generated by a turbine placed on each PU. The inset shows a closeup of PU and their associated wind speed used to calculate the electricity output.

4.3 ESU

The distribution of the combined, unweighted ESU calculated on a Ha scale over all of Switzerland is shown in figure 18. This is the result of summing ESU values from each of the five ES (aesthetic, tourism, agriculture, forestry, and biodiversity) as described in the methods. It is evident that the distribution of these services is not uniform across the landscape. Some areas are lower in overall ESU, such
as the Central Alps, whereas the Plateau contains very high values. In general, alpine valleys have more ESU than the surrounding mountaintops. Most of the water bodies within the country have very low associated ESU.

Each scenario tested in this project incorporated a certain distribution of ESU over the possible wind turbine locations. The distribution of ESU in the original set of values over these sites is shown in figure 19. Summed ESU for hexagonal PU are between 40 and 667 units. This reflects a subset of ESU distribution over the entire country and emphasises the differences mentioned above.

![Combined ESU Value](image)

**Figure 18:** Distribution of combined ESU over Switzerland as calculated for the un-weighted scenario A.

### 4.4 Scenarios

**A) Unweighted ESU**

The initial runs of Marxan were conducted using the first set of unweighted ESU derived from the source data. Figure 21 shows the resulting best solutions for all four target electricity outputs along with the number of PU included in the solution. In general, most of the chosen sites are in the Central and Southern Alps. Some sites are located in the Jura and Plateau, but these seem to be less numerous. As the target is increased, the number of chosen turbine sites in the Alps increases, while a few more sites are located in the lowlands. There is a general trend toward concentrating more selected sites in the mountains as the output is increased. Although the number of sites varies through the different outputs, there doesn’t seem to be a noticeable difference in the distribution of these sites. It is important to note that the ‘best’ solution is only somewhat representative of the results. More relevant to this study are the selection frequencies, as follows.
Figure 19: Distribution of combined unweighted ESU over potential wind turbine sites.

Figure 20: Selection frequency of wind turbine sites by Marxan in the unweighted scenario A, with a 5 TWh target.

Figure 20 shows the frequency of site selection over all of Switzerland as a result of the Marxan analysis using the unweighted ESU distribution and a 5 TWh target.
Figure 21: Marxan best solutions for Scenario A (unweighted) over four targets. Chosen wind turbine locations are indicated by red dots. Each caption also indicates the number of sites selected to reach the target.
Figure 22: Selection frequencies of potential turbine sites chosen by Marxan for the original unweighted scenario A over four targets.
This demonstrates that, although many sites are chosen at least once over the 100 runs, few sites are chosen relatively often (more than 25% of the time). This shows that the optimisation program is indeed selecting various combinations of PU and testing them as solutions. These less often chosen sites are scattered around the whole of Switzerland. Although it is difficult to confirm, sites chosen less than 25% of the time tend to be in areas separate from those that are chosen more often. The selection frequencies of individual potential turbine locations across the four different target outputs resulting from analysis with Marxan are displayed in figure 22. In these instances, only sites that have been selected at least 25% of the time are displayed.

In all of the original ESU scenario analyses, the vast majority of sites chosen with a high frequency are located in the area of the Northern, Central, and Southern Alps. Figure 22d shows an example of this pattern.

B) Provisioning services multiplied by two

Figure 23 shows the frequency distribution of the resultant Marxan analysis with a 12 TWh target in the doubled provisioning service value scenario\(^2\). There is a clear emphasis on sites in the Alps region, not unlike that found in the original ESU assessment. What differs, however, is the lower number of high frequency, or non-negotiable sites. Compared to figure 22d, there are fewer of these often chosen sites. Marxan chooses sites with less consistency in this scenario.

![Selection Frequency (%)](image_url)

**Figure 23:** Selection frequency of wind turbine sites by Marxan in scenario B, with a 12 TWh target.

---

\(^2\)For the complete results of Marxan analyses for each scenario, please refer to the appropriate letter in the appendix (appendices B through I)
C) Provisioning services multiplied by four

This scenario resulted in a clear preference for turbine sites located in the alpine region. There are no sites within the lowlands or plateau that are selected more than 25% of the time (figure 24). Clearly there is a preference for these sites in the southern part of Switzerland.

![Selection Frequency (%)](image)

**Figure 24:** Selection frequency of wind turbine sites by Marxan in scenario C, with a 12 TWh target.

D) Cultural services multiplied by two

When landscape services are emphasised in the Marxan analysis, the general pattern of preference for sites in the Alps is maintained (figure 25). Similar to scenarios B and C, there seems to be a relatively small number of non-negotiable sites compared to the initial analysis. There is a noticeable change, however, in that in this case, sites in the medium-elevation canton of Bern are chosen more frequently than in A, B and C.

E) Cultural services multiplied by four

Figure 26 shows how Marxan chooses sites when the landscape services are emphasised further. There is a continuation of the selection of sites in Bern and a noticeable lack of sites in the Plateau or Jura when compared with the initial analysis. When compared with results from B and C, less sites in the Eastern part of Switzerland have also been selected with a high frequency.
Figure 25: Selection frequency of wind turbine sites by Marxan in scenario D, with a 12 TWh target.

Figure 26: Selection frequency of wind turbine sites by Marxan in scenario E, with a 12 TWh target.
F) Regulating services multiplied by two

When biodiversity value is emphasised, a slightly different pattern emerges from the Marxan optimisation (figure 27). Some sites in the Plateau are selected and there seems to be a slightly higher number of high frequency (non-negotiable) sites in the results. Otherwise, the output is similar to what has been seen so far, with the Alps regions being preferred, particularly areas in the Northern Alps. Sites on the sides of valleys in the south are also emphasised.

Figure 27: Selection frequency of wind turbine sites by Marxan in scenario F, with a 12 TWh target.

G) Regulating services multiplied by four

Figure 28 shows an extension of the pattern seen in scenario E. There are very few sites selected in the canton of Bern and in the east, unlike in D and E, and even more high frequency sites in the Plateau. Here, the non-negotiable sites have again increased in number.

H) Areas without human infrastructure

Sites that were located in areas where no previous infrastructure exists were excluded from this model scenario. Here, only 16,150 sites were available for wind turbines. Figure 29 shows areas in Switzerland where infrastructure already exists. Most of the PU that were excluded from this analysis were in the higher elevation Alps where the landscape is relatively free of infrastructure. The resulting distribution of sites selected by Marxan seems to have been slightly affected by this change in available sites. Figure 30, for instance, shows the selection frequency
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**Figure 28:** Selection frequency of wind turbine sites by Marxan in scenario G, with a 12 TWh target.

...of sites in the Landscape Perception analysis using the original ESU distribution and with a 12 TWh target. By comparing this to Figure 22d, we can see some minor differences in the distribution of sites in the mountains.

Overall, there isn't a discernible change in distribution of selected sites when the lack of existing infrastructure is introduced as a constraint in the optimisation analysis.

![Map of Switzerland showing areas with existing infrastructure. The map is divided into areas with and without infrastructure.]

**Figure 29:** Areas of Switzerland with existing infrastructure. Unshaded areas of the map are free of infrastructure.
Figure 30: Selection frequency of turbine sites by Marxan in the scenario H, with a 12 TWh target.

I) Below 1500 m

Many high altitude sites were excluded from this scenario. Only 9,712 potential wind turbine sites were available in this part of the study and the resulting Marxan optimisation differed from the original analysis. Figure 31 shows the selection frequency distribution from the original ESU scenario with a 12 TWh target in this case. When compared with figure 22d, there is a notable difference in the sites chosen. In the elevation-restricted model, sites in the lowlands are chosen more frequently than similar areas in the other scenarios. This pattern is reflected in the results from runs with all target values.

Virtually no sites were chosen in the Alps regions, with the vast majority of sites selected in Plateau and Jura. Some medium elevation areas in Bern and surrounding cantons were chosen very frequently. Much of the lowlands is covered in sites that were chosen with relatively high frequencies. Here, there seem to be a large number of sites selected in more than 25% but less than 50% of runs.
4.5 ESU Loss

The amount of each ES that was affected by solutions offered by Marxan in each scenario was investigated. Each of the scenarios was tested this way in order to better understand two things. First, it was used to demonstrate that the program actually offers unique optimisation solutions for each scenario and that it is balancing trade-offs in an effective way. Second, the analysis served to demonstrate that one can better understand the patterns of ES over a landscape and their vulnerability to wind electricity production by examining the ESU loss.

Figure 32 compares the amount of ESU lost by each ES due to a theoretical wind turbine being constructed at non-negotiable sites. The proportional change in each ES lost versus its initial distribution in the particular scenario is graphed. If the cost of the system of selected sites involved the same proportion of ESU of a given ES as in the initial distribution over all available sites, then the proportional change would be zero. Positive values indicate that the particular ES 'suffered' proportionately higher losses in terms of ESU than would be expected if site selection was random. Negative values indicate that the particular ES 'suffered' proportionately lower losses in terms of ESU than would be expected if the selection of sites was a random sample from the available turbine locations.

Figure 32a suggests that, under initial conditions, Marxan preferentially chooses sites that result in more cultural services being lost, along with regulating services, than provisioning services. In other words, the areas in which turbines are suggested to be built are more valuable in terms of cultural and regulating services. When figures 18 and 22d are considered, it is clear that the area in the Central Alps where most of the non-negotiable sites are located are low in ESU. Further, figure 18 shows that agriculture and forestry are especially sparsely rep-
Figure 32: Proportional change in ESU lost versus the original distribution in each scenario across all targets resulting from optimisation with Marxan. The legend in (a) refers to all graphs. Scenario designations are in square brackets. Zero proportional change: the same ratio of ESU from different ES was lost in a particular scenario as was in the starting distribution over available sites. Positive values: indicate that the particular ES ‘suffered’ proportionately higher losses in terms of ESU than would be expected if site selection was random. Negative values: indicate that the particular ES ‘suffered’ proportionately lower losses in terms of ESU.
resented in that area. When the available turbine sites are limited by landscape perception, the pattern of ESU loss is generally the same (figure 32h), although more biodiversity units are lost. Figure 30 shows that the selected sites are not in different areas than in the original assessment. When the altitude limitation is introduced, however (figure 32i), the disparity in loss between the different ES groups is basically eliminated. Sites that are selected in the lower elevations (figure 31) tend to have more evenly distributed ES.

The increase in value of provisioning services in scenarios B and C produces a more exaggerated difference between these and cultural services that are lost in Marxan's solutions (figures 32b and 32c). Emphasising provisioning services results in them being lost in much smaller proportions than cultural services.

When cultural services are given greater value (figures 32d and 32e) the difference between the distribution of ESU lost over all ES groups and the original distributions is much smaller. Here, the selected sites are still in the mountainous region (figures 25 and 26), and so increasing the value of cultural services that are found there doesn't greatly change the outcome of the Marxan runs, but influences the distribution of ESU loss.

By increasing the value of biodiversity as an ES, a less clear pattern emerges (figures 32f and 32g). Again, the amount of cultural services loss is greater than the amount of provisioning services lost relative to the initial conditions. However, there is a notable increase in biodiversity ESU loss when its value is quadrupled.
5 Discussion

Marxan was originally designed as a conservation planning tool. In the present study, it was successfully applied to a land-based optimisation exercise to suggest solutions for the trade off between ES and wind electricity production in Switzerland. This study demonstrates that, by changing the value of ES in the analysis, the optimisation program responds differently as the ES trade off patterns across the landscape change. This suggests that Marxan weighs the trade offs and offers unique solutions to the different scenarios. Figure 32 shows that different scenarios produce different patterns of ESU loss. Changing the target output within each scenario does not seem to affect these patterns, meaning the program successfully balances the entire cost with a system wide target output. Additionally, increasing the target output value in each scenario increased the number of sites chosen in a solution (figure 21), suggesting that the program was reacting to these changing parameters. These results demonstrate the successful adaptation of a methodology to apply Marxan to the present study.

5.1 ES valuation in a wind electricity optimisation analysis

The problem of ES evaluation and valuation has been hotly debated (Busch et al., 2012). This will be an ongoing theme in research as scientists and decision makers develop new techniques to understand the provisioning of services by the ecosystems on which we depend. This study did not deal directly with this issue. Instead, I am concerned with the proper use of this carefully-gathered data toward supplying good information to decision makers.

By using predetermined values for ES, the costs of building wind turbines in the Swiss landscape can be evaluated. Using this as input for a Marxan optimisation analysis allows for proper comparison of costs. Orsi et al. (2011) used cost maps that incorporated weighted ES. This is similar to what was done in the current study with the various scenarios. I experimented with different weighting schemes of ES that produced different ESU combinations for use in Marxan. These altered patterns of ES value generally affect the program’s output, reflecting different trade off scenarios. This supports the idea that proper ES valuation is critical to understanding the relationships on a system wide scale. In the end, it is the responsibility of the decision maker to place weight onto the value of ES, whereas science can evaluate ES based on these criteria and make recommendations for minimising ES loss through optimisation programs such as Marxan.

In this study, arbitrary ESU were used to value and compare services. These units can be adjusted to suit the needs of the user. Monetary amounts could easily be incorporated and so there is additional flexibility in the model.

Although this study did not focus on how to evaluate ES, it allows for better understanding of the way that they are affected by changes in a management plan. To do this involves the ecology behind the provisioning of ES (Bennett et al., 2009). Most ES studies relating land cover to ES assume a linear relationship between ecosystem structure and the provisioning of services. This has been shown to be untrue, however, and the sensitivity of various ES to wind farms can differ (Bennett et al., 2009; Grilli et al., 2013). Because the ES value is determined before input into Marxan, the program is free to make an objective evaluation based
on the provided data. Different ES sensitivities to wind electricity production can be built into the model before the optimisation is conducted. Also, Marxan allows for the different evaluation of ES at different scales (Broekx et al., 2013) which resolves some of the issues here.

5.2 Evaluating trade offs between wind electricity production and ES - what are the costs?

Many studies have examined the conflicts between renewable electricity production and ES. This is the first to quantify the relationship between ES and wind electricity on land using an optimisation approach. By defining the cost as ESU lost when a PU is selected as a turbine site, the model demonstrates the worst case scenario of interaction between ES and wind electricity. In other words, the interaction is assessed as possessing a very high level of conflict, so much so that the ES are no longer provided by the landscape. Although not entirely realistic, this method was used to illustrate the applicability of the program in this instance. The results show that Marxan does indeed evaluate trade offs between ES and wind electricity production by selecting sites that result in the lowest amount of lost ESU in a given run. The amount of conflict in this study is equated with the ESU lost. Thus we can, given a proper set of data with decision maker-evaluated ES, generate least conflict solutions for ES and wind electricity generation problems.

Marxan output, when analysed, shows that some areas of Switzerland are much more suited to low-impact wind electricity generation than others. This is similar to what was found in other studies (Hergert, 2013; Hergert et al., 2014; Segura Morán et al., 2014; Huber et al., 2015). In the present study, however, the trade off can be quantified. As already mentioned, the program's power lies in its ability to preferentially choose the least costly, high output sites over more costly, low output ones. The non-negotiable sites are the result of this pattern. To evaluate the cost of this trade off, the amount of ESU lost (conflict) can be calculated.

To actually evaluate the costs to the entire system, Marxan provides a total for each solution of each run. Figure 15 shows the output file that contains this information in the 'Cost' column. This represents a sum of all ESU lost over all the hexagons that were selected in each individual solution. For instance, the first run of scenario A with a 12 TWh target output resulted in 413,461 ESU lost. All other runs had a similar value. The sums from this model are from an arbitrary assignment of ES value and so the cost can only be interpreted in the context of the chosen parameters. In a real application of this software, however, this total cost would be invaluable for providing management advice.

When interpreting Marxan outputs, it is integral to recall that best solutions are simply one of many possible outcomes. By interpreting the selection frequency results, we can get a better understanding of the optimisation patterns. Especially interesting are the non-negotiable sites that are generated in each run of the program. These can be used to identify areas that are most likely to be beneficial in minimising trade offs between wind electricity production and ES provided by the landscape.

Spatially-explicit conflict maps have been generated for renewable electricity production (including wind) in the studies previously mentioned. Areas of high
conflict included much of the Jura and southwestern Plateau areas of Switzerland. These are also areas of high wind electricity potential (Hergert, 2013; Segura Morán et al., 2014). In most of the scenarios explored in this study, Marxan tended to not choose sites in that area. This suggests that the cost of placing turbines at those sites outweighs the benefits of the high wind potential. Only when the higher elevation sites were excluded was the pattern changed significantly (see results of scenario I, figure 31). Almost all of the non-negotiable sites in scenario I were located in the Plateau and Jura. With ES mapped as they were in this study, the lower elevation sites incorporate more total ESU than those in the alpine valleys and in the mountains.

In addition to learning more about broader ES patterns and trade offs with wind electricity production, the effects of a system of wind turbines on particular ES within the analysis can be evaluated (see figure 32). This is a great step forward in the application of conflict analysis in the case of wind electricity generation. Theoretically, if a monetary value was attributed to ES used in the Marxan analysis, a combined amount of lost ES expressed in monetary terms could be extracted. Then, the contribution of individual ES to this loss could be easily extracted from the resulting data. This is the sort of information that policy makers would be able to consider when making spatial planning decisions.

5.3 Advantages of using an optimisation approach to balance the loss of ES and benefits of wind electricity production in Switzerland

Segura Morán et al. (2014) assessed the potential wind electricity production with varying degrees of ES conflict in Switzerland. By selecting only sites with low ES conflict coupled with medium or high wind electricity potential to produce 5 TWh of electricity in their assessment, they found that 1,027 turbines were needed. In the present study, only 751 sites with at least one turbine were found to be needed for the same electricity output. This suggests that the same output can be achieved with 25% less turbines if an optimisation approach to planning is used.

There are several explanations for the difference in turbine number between the two analyses. First, Segura Morán et al. (2014) selected potential wind turbine sites following the procedure described in Lütkehus (2013). Here, they traced a point grid along the suitable areas and chose points with the highest wind speed and traced a 500 m buffer around them. This means that areas with lower average wind speed, although theoretically suitable for electricity production, were not always considered in their model. Using hexagons in the present study allows the landscape to be systematically divided and provides flexibility in turbine location on a local scale. In their subsequent conflict analysis, Segura Morán et al. (2014) used sites with “high” or “medium” wind potential, meaning some of the sites with lower wind speeds weren’t used in the study. Second, the previous study used a much smaller turbine footprint than the present one, meaning that there was potential to place more turbines in a given area. A 500 m buffer suggests a radius of 250 m from the turbine site, whereas I used a radius almost double that. Third, the ES studied were not evaluated in the same manner, although some of the source data was shared between the two studies (such as aesthetics and tourism potential). This potentially leads to different areas of conflict and different sites to be chosen. The first two differences would suggest that the
model built by Segura Morán et al. (2014) would result in a smaller area required to produce the same electricity output. However, this is not the case. The major difference lies in the way that Marxan operates.

The heuristics used by Marxan to test different combinations of solutions aims for the lowest costs for an overall output. This process selects sites that have the highest output in terms of electricity generation potential and balances this with ES loss. The sites with high output and lowest costs will therefore be selected first. Since the large scale distribution of ES in this analysis shows little small scale variability, neighbouring sites would then have been selected since they would presumably also have low associated costs and high benefit. Once most of these sites were selected, other high output sites with medium associated costs would then be selected along with medium output and low cost sites. Next the medium output, medium cost sites are chosen. Finally, if required, low output and low cost sites are then added to the resulting system. This pattern ensures that the ‘best’ or most productive sites in terms of electricity production, coupled with lowest ES cost, would be used first. By closely examining the progression in Figure 22, this pattern of site selection can be seen; windy sites in the mountains are first selected, then, as the target is increased, clusters start to form in these areas. Then, more windy sites in nearby mountainous areas are selected. Finally, more clusters appear around these and the earlier selected sites.

Successfully evaluating and interpreting the trade off between electricity production and ES loss is critical in the development of a spatial plan that incorporates different electricity sources. The characteristic of Marxan to first choose the “cheap” sites with greatest output sets it ahead of other methods to model the spatial planning of wind turbines in the landscape. By offering solutions with a lower number of turbines than the one other similar study shows that using the present method can drastically reduce the suggested amount of electricity infrastructure needed to solve Switzerland’s future energy dilemma.

5.4 What Marxan tells us about ES in Switzerland

The results of this analysis allow us to make some additional observations regarding ES across the Swiss landscape in this case. By examining the results of the ESU loss, some patterns emerge. Figure 32a, b, c, d, and e show that the sites selected in the higher elevations are more rich in cultural services than the other classes. When provisioning services are made more valuable, the proportional changes are not altered significantly. This means that the sites being chosen do not host many of these services. Conversely, increasing the worth of cultural services doesn’t greatly change the pattern of selected sites (Figure 25 and Figure 26) but the effect on ESU loss is clear. Cultural services, weighted more, are lost in about the same proportion that they are represented in the overall distribution. Therefore, the mountainous areas are lower in provisioning services and higher in cultural services. This can be seen in an examination of Figure 6, where much of the alpine areas have zero or low provisioning ES. This pattern is not surprising, given the lack of high altitude farming in Switzerland. Hastik et al. (2015), in their broad assessment of ES, found that the Alps are high in cultural ES. They also found that there was high wind potential on mountain ridges, peaks, and passes, echoing the findings in this study.

Scenarios H and I both restricted the number of higher altitude sites available for
the Marxan analysis. Being forced to choose sites on the Plateau and in the Jura, Marxan helps to demonstrate that the ES are more evenly distributed across these areas. Figure 32h and figure 32i suggest that the ES are consumed in the non-negotiable sites in similar proportions to the starting distribution. The program doesn’t seem to consistently select any ES more than others. This shows that the lower elevation sites tend to have a wide array of ES associated with them. Figure 6 reinforces this observation.

These observations of ES are only particular to the evaluation conducted in this study. It may not be a reflection of the true state of ES in the Swiss landscape, but it does allow us to examine patterns that emerge. The same could be done for a more realistic analysis with other data.

5.5 Wind electricity as part of the renewable energy mix in Switzerland

This study, combined with those that have preceded it, shows that the development of renewable electricity sources (including wind) in Switzerland is a complex affair that requires careful attention. Spatial planning is already a much-studied topic in the country and has resulted in some important advances in the field. Applying these concepts to the changing energy supply will aid in the effective development of renewable sources as nuclear energy is phased out over the next thirty years. Although Switzerland's goals are ambitious, these studies show that there is promise in the country's renewable electricity potential.

The present study shows that ES trade offs with wind electricity production can be evaluated and managed to select optimal turbine locations, even when the worst case scenario is assumed (that all ES around a turbine will be lost). This type of assessment will be critical in ensuring the effectiveness and societal acceptance that is necessary for renewable electricity sources to succeed in the mix. Wind power especially is dependent on public support (Todt et al., 2011), and towards this goal, local impacts must be mitigated with system-wide benefits. The landscape service approach is accepted in Switzerland at the cantonal and confederation level (Segura Morán et al., 2014) and so using tools, such as Marxan, to apply these concepts in order to better inform decision makers is paramount.

5.6 Further advantages of Marxan and the ES approach

The assessment and integration of the ES approach in Marxan presents a holistic view of the system being assessed. By involving more than one ES, we can get a clearer picture of patterns on various spatial scales. There is almost no limit to the number of costs (in this case, ES) that can incorporated in the program and so complicated systems can be analysed. In this case, an abiotic output was used to evaluate trade offs with ES. Other services or outputs, based on the CICES system of classification could easily be incorporated. Ecosystems are often made of complex interactions that may be difficult or impossible to fully comprehend. Marxan, however, simplifies this approach as the interactions between each and every ES does not have to be known. Instead, we simply require an understanding of how these services relate to the target output. In this study, the real effects of wind electricity generation on ES were not fully known, but the overall model
structure remains consistent. Once the costs are known or approximated, the program can be used to assess the trade-offs between these in order to find an optimal solution. This is important for communication with decision makers because for spatial planning, it is the sum of interactions that is important when policy decisions are to be made. Individual components can be weighted beforehand, allowing for a subjective assessment to be interpreted in an objective environment.

A good example of the flexibility of the model developed here toward incorporating various ES at different spatial scales regards the perception of landscape beauty. The aesthetic effects of wind turbines on landscape perception have been well documented in many situations, but public perception seems to vary on the issue (Leung & Yang, 2012). The visual impact of wind turbines isn’t necessarily restricted to local scales. Turbines seen from a distance can also affect cultural ES value from afar. These effects would not be localised and so would have to be properly incorporated into a model. In the present study, the PU created were larger than the recommended size for wind turbines, as already discussed. A further advantage of this technique is that the cultural ES effects are distributed over a larger area, reflecting the real situation. Further, by restricting the available sites to those that are free of human infrastructure in scenario H, I attempted to account for public perception in the acceptance of wind turbines in the landscape. Parameters could be modified to adjust for these effects once they are evaluated and quantified in a study area. Additionally, using GIS to prepare the data beforehand would allow for different costs on different scales to be incorporated into the model.

The problem of a mismatch in scales has hampered other attempts to investigate the optimisation of electricity systems in other studies (Howard et al., 2013). The local and regional impacts of electricity production are poorly understood, while the social effects of ES changes are normally considered at a large scale. Marxan addresses this issue by enabling variable inputs. The user can define the cost to different ES across differing scales, so long as that cost is expressed on the appropriate PU scale. This allows the impacts of changes to the energy system configuration to be identified for different areas, increasing the chances of decreasing land use conflicts.

It has been shown that temporal changes should be addressed in the ES approach (Bolliger et al., 2011). Some studies have explored this idea by mapping changes over time and in different future scenarios. In the present study, some of the ES data included were obtained from future scenarios (Price et al., 2015), whereas others are from current landscape patterns. This shows that Marxan allows for temporal changes to data to be incorporated into the model. This is important as it can then be used to help develop a flexible spatio–temporal analysis framework in which changes to the energy system configuration can be identified for specific areas (Howard et al., 2013).

Marxan incorporates many user-defined settings that allow for flexibility in the model developed in this study. If a planner was not concerned with the size of wind parks, based on the number of turbines, then the BLM could be ignored. If certain sites were already designated as wind turbine locations, then these PU can be ‘locked’ in for each run. This allows for the integration of the program into existing spatial plans. Segura Morán et al. (2014) incorporated extant wind farms
in their analysis and the same could be done using Marxan.

5.7 Limitations of Marxan and the present model

Marxan uses algorithms to find the least costly sites in a solution. This doesn’t necessarily mean that it is finding sites that have lower overall conflict. It could be that those particular sites are low in some conflicts between ES and wind electricity production, but high in others. It is possible that the chosen sites still represent a conflict between ES, but it just so happens that it is the least costly of these relationships. The program doesn’t distinguish why it chooses a particular site over another. We can only evaluate the amount of ES lost in each site and across the entire system, without clearly understanding the reasons behind their inclusion in a Marxan solution. This may be difficult to communicate to a decision maker who wishes to know why a particular site is chosen. The optimisation treats the system as a whole, diluting the effects of single sites and masking individual selection criteria.

One major drawback of simplifying the conflict between ES and electricity production by reducing it to a trade off is that additional costs are often missed. For instance, transaction costs and management costs should be incorporated into a realistic model ES analysis (Makino et al., 2013). However, adjusting the model setup can address this problem. Götz (2014) incorporated the cost of setting up conservation areas into the Marxan model. Göke & Lamp (2012) include a variety of costs in their model, including variable costs for infrastructure related to the construction and maintenance of offshore wind turbines. As such studies show, some of these costs can be incorporated using the method outlined in this study.

The quality and reliability of data represents another great limitation of using an optimisation program to assess ES trade offs (Göke & Lamp, 2012). Uncertainty in the calculation or evaluation of ES will result in outputs that may not truly reflect the real world situation. The results of the optimisation also depend heavily on the definition of targets and the translation of the potential conflicts into parameters used.

Some of the model assumptions may affect the outcome of the optimisation. For example, the large hexagons used for PU in this study are not realistic as the suggested distance between wind turbines is much smaller. However, as was discussed earlier, justification lies in the flexibility that this approach offers. If a PU was considered suitable for wind turbines, this actually represents the potential for multiple sites to be used within this area. By assessing this PU as being suitable for just one turbine, I am analysing a worst case scenario. This means that a real situation could result in greater output for the same amount of cost (by supplying more electricity through more turbines without reducing the supply of other ES further).

5.8 Future possibilities

Marxan is possibly the most used conservation planning tool in the world (Götz, 2014), but it is not the only one. Recently, a more sophisticated version of the software has been introduced. Marxan with Zones (Watts et al., 2009) is an extension of the same program, but it allows more than the binary option for a
given PU designation. Instead, the program tests for potentially unlimited uses of a PU. This way, the new program can explicitly address multiple objectives (e.g. social, economic, ecological) in a systematic way. It provides a framework with which to evaluate the consequences and trade-offs of alternative zoning configurations. This is critical for informed decision making.

Most of the studies conducted up until now that use Marxan with Zones are conservation related, but there are clear potential applications in spatial planning and renewable energy production (Klein et al., 2009). In the latter case, Marxan with Zones could be applied to test for more than one type of electricity production on a given site. For example, it could evaluate trade-offs between using an area for wind or for solar electricity production and offer solutions with a mix of these sources. This would build on the ideas presented by several studies that explore ES conflicts with other types of renewable electricity in Switzerland (Hergert, 2013; Segura Morán et al., 2014). To do this, an alternate zone for rooftop solar panels would be added, the potential extent of which has already been calculated by Hergert (2013). Different targets for each type of electricity source could then be assigned so that a certain level is maintained in the entire system (Watts et al., 2009; Wilson et al., 2010).

Marxan with Zones has a few other features that improve on Marxan if used to examine the optimisation of electricity generating sites in Switzerland. Different zones will have different effects on the same ES and the program allows this to be user controlled. This way, the burden of cost can be spread among different ES. Klein et al. (2009) demonstrated this by altering the desired impact on different commercial fisheries. Individual costs to different ES can also be examined, solving one of the major drawbacks as suggested earlier.

Biotic and abiotic conditions are not static and Marxan with Zones can accommodate this temporal change. Levin et al. (2013) show how this can be achieved in terrestrial conservation planning and management of Mediterranean landscapes. It would be possible to adapt this concept to renewable energy concepts when using this software.

The model developed in this study allows for parameters to be changed. It is predicted that future wind turbines will be more efficient in low wind situations and will be more easily transported (Huber et al., 2015). This would create more available wind sites as wind speeds in Switzerland tend to be low. Higher altitude sites that are more difficult to reach would also be open to turbine installation, taking advantage of the stronger winds in these areas. Incorporating these changes would be easily done in Marxan by adjusting parameters and input data.

Huber et al. (2015) investigated how conflicts between renewable electricity production and ES provisioning will shape the energy system in Switzerland over the coming years. Marxan can be adapted to run with data representing future patterns of land use in order to evaluate this conflict as it changes over time.
6 Conclusion

Recently, there has been a shift in management priorities from aiming to restore the past, undegraded state of ecosystems, to aiming for 'good environmental status' based on the delivery of ES (O'Higgins & Gilbert, 2014). The incorporation of the ES approach to land use and spatial planning suggests that society can begin to understand, evaluate, and mitigate the effects of our activities on the ecosystems that sustain us (MA, 2003). This signals a move away from making decisions in single sector management, where trade offs are evaluated implicitly, toward using a more holistic EBM approach (Lester et al., 2013). To achieve this, we need to understand the relationship between ecosystem management and the ES values generated and lost under different management scenarios (De Groot et al., 2010). By developing a model to evaluate and weigh different ES against wind electricity production while working towards reaching Switzerland's renewable energy goals, I have successfully integrated the ES approach in a way that allows decision makers to access information in order to make informed policy decisions.

This is the first study to apply Marxan as a tool for developing and visualising scenarios for an onshore wind electricity generating system of turbines. It was used to better understand and manage the conflicts between wind electricity production and ES provided by the landscape. However, it is not the first to find that it is a powerful tool to model how these services and abiotic outputs compete directly for space (Göke & Lamp, 2012). By demonstrating that this optimisation tool can weigh the costs to ES with the benefits of wind electricity production in order to achieve a target output, I have added an instrument to the repertoire of spatial planners. The optimal sites selected by Marxan for wind turbines in the different scenarios give an idea of locations where the highest benefit of electricity production can be gained with the lowest cost to evaluated ES. These give a general idea of which sites should be considered when decision makers are looking to balance this trade off. This is not to suggest that these are the best and only sites, but the results can be used as a guide to focus developing wind farms in certain lower conflict areas. The results, however, depend heavily on the ES assessment used. These values can be easily adjusted by the user.

The present study provides a method that reduces the required number of turbines to achieve a given target amount of electricity than that tested by Segura Morán et al. (2014) by 25%. This represents a great potential advantage to planners and decision makers in areas where space is at a premium and renewable energy development faces financial and spatial constraints. In Switzerland, this method should be of great interest as the country moves towards its ambitious energy goals.

The outcomes of these optimisation analyses are suitable for communication with decision makers as they graphically represent suggestions based on a variety of landscape data. This allows scientists to share their findings so that well informed policy decisions can be made. This fulfills the supporting role of science in policy. Policy and decision making is based on the subjective evaluation of information and this study fits well to interpreting important links between society and our environment so that the most desirable outcomes can be found. Future uses of this methodology could better evaluate the potential conflicts between different
types of renewable electricity production and other ES, while offering solutions to mitigate the negative effects of this relationship. This will be integral to Switzerland successfully reaching its ambitious future energy targets in a responsible and socially-accepted way.
7 Acknowledgements

This thesis was an exercise involving a lot of learning in different media. I wasn't alone along the way, however, and I would like to thank a few people at WSL who were there to answer questions, offer advice, and keep me entertained.

First and foremost to Prof. Dr. Felix Kienast for his acceptance of my wild ideas and initially non-terrestrial planning proposition. Thank you for keeping me on track and offering additional ideas when I didn't see the path myself. Thank you to Dr. Janine Bolliger for her comments and reviewing expertise. Many thanks to Rico Hergert for helping set me up with the necessary data sets and information. Georg Müller offered some advice and support through a few bumpy times and Dr. Simona Gradinaru helped me avoid a terrible buffer-related ArcGIS defeat. Natalie Kaiser helped to review the manuscript as well as to provide inspiration for the final product. Thank you to the ping pong crew who allowed me to vent my frustration every now and again. Finally, I would like to especially thank the Jura; the canton is nice, but the coffee machine was integral to my alertness and success in defeating the oft-appearing ArcGIS demons who threatened to derail the entire adventure.

Mt. Crosin wind park, Jura, Switzerland. Photo by the author.
References


Broekx, Steven, Liekens, Inge, Peelaerts, Wim, Nocker, Leo De, Landuyt, Dries, Staes, Jan, Meire, Patrick, Schaafma, Marije, Reeth, Wouter Van, den Kerkhove, Olivier Van, & Cerulus, Tanya. 2013. A web application to support the quantification and valuation of ecosystem services. *Environmental Impact Assessment Review*, 40, 65 — 74. Ecosystem services in {EIA} and {SEA}.


Göke, Cordula, & Lamp, Jochen. 2012 (January). *Case Study: Systematic site selection for offshore wind power with Marxan in the pilot area Pomeranian Bight*. Tech. rept. WWF Germany, Baltic Sea Project Office, Germany.


Kannen, Andreas. 2014. Challenges for marine spatial planning in the context of multiple sea uses, policy arenas and actors based on experiences from the German North Sea. Regional Environmental Change, 14(6), 2139–2150.


Kumar, Pushpam, Esen, Sitki Ersin, & Yashiro, Makiko. 2013. Linking ecosystem services to strategic environmental assessment in development policies. Environmental Impact Assessment Review, 40, 75 – 81. Ecosystem services in {EIA} and {SEA}.


Meteotest. 2015 (June). *The Swiss Wind Power Data Website.*


Segura Morán, Lorena, Kienast, Felix, & Hersperger, Anna M. 2014. Conflicts between the production of renewable energy and other landscape services in Switzerland. Tech. rept. WSL.


Wikipedia. 2015 (July). Geography of Switzerland.


Appendix A  Source ES maps

Source data for aesthetics ES.

Source data for biodiversity ES.

Source data for tourism ES.
Appendix B  Marxan results from scenario B

Selection frequency – 5 TWh target.

Selection frequency – 8 TWh target.

Selection frequency – 10 TWh target.
Appendix C  Marxan results from scenario C

Selection frequency – 5 TWh target.

Selection frequency – 8 TWh target.

Selection frequency – 10 TWh target.
Appendix D  Marxan results from scenario D

Selection frequency – 5 TWh target.

Selection frequency – 8 TWh target.

Selection frequency – 10 TWh target.
Appendix E  Marxan results from scenario E

Selection frequency – 5 TWh target.

Selection frequency – 8 TWh target.

Selection frequency – 10 TWh target.
Appendix F  Marxan results from scenario F

Selection Frequency (%)

Selection frequency – 5 TWh target.

Selection Frequency (%)

Selection frequency – 8 TWh target.

Selection Frequency (%)

Selection frequency – 10 TWh target.
Appendix G  Marxan results from scenario G

Selection Frequency (%)

Selection frequency – 5 TWh target.

Selection Frequency (%)

Selection frequency – 8 TWh target.

Selection Frequency (%)

Selection frequency – 10 TWh target.
Appendix H  Marxan results from scenario H
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