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Summary

Decisions about reach-scale river rehabilitation for the purposes of flood protection and ecological enhancement require prediction of the possible consequences of management alternatives. To provide such predictions, an integrative river rehabilitation model is necessary that represents the principal cause-effect relations between rehabilitation options and morphological, hydraulic, and ecological consequences. In 2000, the interdisciplinary “Rhone/Thur River Rehabilitation Project” was initiated to improve the understanding of the ecological and socio-economic consequences of river rehabilitation projects and to supply advice for future efforts. One subproject of this research program is the development of an integrative river rehabilitation model (IRRM) to predict the hydraulic-morphological situation after river management actions and the resulting changes in the terrestrial and aquatic ecosystems. The focus is on reach-scale rehabilitation actions that primarily involve widening the stream corridor and allowing the river to take a more natural course. Therefore, the primary decision is how much space to give the river so that an optimal trade-off between benefits and costs is obtained. Although developed for Midland rivers in Switzerland, the IRRM is intended to be as generally applicable as possible by using quantities that are either readily available or easily predictable even for a changed channel morphology.

The development of an integrative model usually requires scientific knowledge in a variety of forms including literature review, experimental and field results, other models, and, in the absence of other information, expert judgment. Implementing the IRRM as a probability network makes it relatively simple to combine different sources of information to represent cause-effect relations, to simultaneously consider different spatial and temporal scales, and to explicitly include uncertainties in model inputs, structure and outcomes.

Within this thesis the hydraulic-morphological sub-model (I) and the benthic sub-model (II) of the IRRM have been developed. Other sub-models describing fish, riparian vegetation, shoreline fauna and economics are being developed and reported separately by the Eawag-SIAM research group.

Because all biotic endpoints of interest are influenced by hydraulics and river morphology, sub-model I is focused on predicting variables that are required as inputs for the economic and biotic sub-models (riparian vegetation and fauna, Benthos, Fish). This sub-model I is further subdivided into four modules predicting: (1) channel morphology, (2) flooding (dike overtopping, floodplain flooding, and bed moving floods), (3) bivariate (joint) velocity and depth distribution, and (4) riverbed siltation.

For the modules (2) and (4) the major task was to compile results provided in the literature, estimate input and model structural uncertainty, and integrate the resulting model formulations in the probability network.
The prediction of channel morphology (module 1) is based on published formulae to determine the river form with and without width constraints. To identify possible width constraints an additional data analyses on 127 unconstrained gravel-bed rivers has been conducted to estimate a river’s natural (unconstrained) width. Finally the gravel budget is considered in the model. The model presented in this thesis combines all key factors controlling channel morphology.

For module (3) work on univariate velocity and depth distributions was found in the literature, as well as indication of the ecological significance of the joint distribution. A derivation of a joint distribution (for a changed channel geometry) could, however, not be found. To close this gap, velocity-depth data from 92 relatively natural stream reaches in New Zealand and from 5 channelized Swiss river reaches was analyzed and a bivariate distribution could be found that describes these observations. For each reach, the bivariate distribution of relative velocity and relative depth can be described by a mixture of two end-member distributions, one bivariate normal and the other bivariate log-normal, each with fixed parameters. The relative contribution of each shape for a particular reach at a particular discharge can then be related to the reach mean Froude number, the reach mean relative roughness, and the ratio of the survey discharge to the mean discharge which can be easily estimated (even for a changed channel morphology) by applying sub-model I.

Considering all sources of uncertainty (in model inputs and model parameters) explicitly allows us to compute probabilistic model results which support decision making under uncertainty.

An application of the hydraulic morphological sub-model to a reach of the Thur River in Switzerland is described and demonstrates its utility for predicting morphological and hydraulic consequences of a planned river widening: Widening the Thur river from 30m (straight) to 200m will alter the morphology with a probability of 84% (28% probability for a braided form and 56% for the development of alternating gravel bars) and will increase the variability of the bivariate velocity-depth distribution significantly and thus augment habitat variability (rising the proportion of pools and riffles from approximately 5% to 50% at the expense of runs). Increasing the river widths leads generally to lower water depths and thus to a lower frequency of bed moving floods. Hence, a higher mean siltation of the river bed is predicted. However, a widened river is expected to be much more variable with respect to depth (controlling the distribution of bottom shear force) and contains 20 to 30 % more riffles which remain clear of fine particles due to their hydraulic conditions compared to a constrained river. Both of these phenomena will result in a mosaic of silted and clean riverbed sections in a widened river, rather than the spatial uniformity expected for a channelized river.

The second sub-model (II) of the IRRM has been developed to predict the biomass of periphyton and functional feeding groups of invertebrates which play an important role in
Lotic ecosystems due to their ability to produce organic material, to decompose detritus and to serve as a food source for higher trophic levels (e.g. fish). To derive the periphyton model, data from 8 sites (3 different rivers, total sample size 286) have been used whereas the development of the invertebrate model is based on data from one river (2 sites, sample size 86). Performing linear and non-linear regression computations revealed that periphyton is most strongly influenced by the time since the last bed-moving flood occurred and from hydraulic conditions (in particular velocity), whereas invertebrate functional groups are predominantly dependent on seasonality. For total invertebrates, collector-gatherers, and predators, regression models could be developed with $R^2$ values between 0.52 and 0.71. The representation of scrapers was somewhat less satisfying. Shredders and filterers were significantly less abundant in our data set and were therefore not modelled.

Having the diversity of the data sets and the simplicity of the model in mind, the models lead to a remarkably good agreement even with time series of measurements of periphyton, total macrozoobenthos, collector-gatherers and predators. The small number and simple nature of considered influence factors makes the model to a useful tool for predicting the effect of rehabilitation measures on the benthic community. Despite the model was derived with as many data sets as possible (available); a better support by data from additional rivers is necessary to test and improve its universality.

The full integrative model (IRRM), including ecological endpoints, shall be used together with quantitative assessments of stakeholder preferences to support rehabilitation decisions for a number of Swiss rivers.
Zusammenfassung


Die Entwicklung eines integrativen Models basiert in der Regel auf verschiedenen Quellen wissenschaftlicher Erkenntnisse: Publikationen, Labor- und Feldversuche, anderer Modelle und auf die Beurteilung durch Experten. Das IFRM wurde als Wahrscheinlichkeitsnetzwerk implementiert, da dieser Ansatz auf eine relativ einfache Art die Verbindung verschiedener wissenschaftlicher Quellen (i), die simultane Betrachtung verschiedener räumlicher und zeitlicher Skalen (ii) und die explizite Berücksichtigung der Unsicherheit in den Modelleingangsgrössen, der Modellstruktur und den Modellergebnissen (iii) erlaubt.

Innerhalb dieser Doktorarbeit wurden die Teilmodelle „Hydraulik & Morphologie“ (I) und „Benthos“ (II) entwickelt.

Das Teilmodell „Hydraulik & Morphologie (I) konzentriert sich dabei auf die Vorhersage von Variablen, die von den biologischen Teilmodellen als Eingangsgrössen benötigt werden. Es ist in vier weitere Module unterteilt, die die sich einstellende Morphologie (1), die Häufigkeiten von Extremereignissen (Aufreissen des Flussbetts, Vorland- und Dammüberflutung) (2), die bivariate (gemeinsame) Verteilung von Fließgeschwindigkeit und Abflusstiefe (3) sowie die innere Kolmation des Flussbetts (4) prognostizieren.

Die entscheidenden Aufgaben zur Entwicklung der Module (2) und (4) waren eine umfassende Zusammenstellung und Verknüpfung bereits bestehender Ansätze, die Berücksichtigung der Unsicherheit in Modelleingabegrössen und Modelleingabewerten sowie die Implementierung der Module in einem Wahrscheinlichkeitsnetz.

Die Vorhersage der Flussmorphologie (Modul 1) basiert auf veröffentlichten Ansätzen zur Bestimmung der Morphologie mit und ohne seitliche Begrenzungen. Um mögliche seitliche Begrenzungen zu erkennen, wurde eine zusätzliche Datenanalyse von 127 seitlich unbegrenzten (natürlichen) Kiesbettflüsse durchgeführt, womit die natürliche Breite eines Flusses berechnet werden kann. Schliesslich wird auch der Geschiebehaushalt (Geschiebeeintrag vs. Transportkapazität in einem Flussabschnitt) berücksichtigt. Das in dieser Dissertation präsentierte Modul berücksichtigt alle entscheidenden Einflussfaktoren, die die Flussmorphologie bestimmen.

In einer Fallstudie an der Thur (zwischen Bürglen und Weinfelden) werden der Einsatz und die Möglichkeiten des hydraulisch-morphologischen Teilmodells demonstriert. Wenn die Thur von aktuell 30m (kanalisiert, gerade) auf 200m aufgeweitet wird, beträgt die Wahrscheinlichkeit für eine Änderung der Flussmorphologie 84% (28% für ein verzweigtes Gerinne, 56% für die Entstehung alternierender Kiesbänke). Dies würde die Variabilität der bivariaten Tiefen-Geschwindigkeits Verteilung und damit die Variabilität benthischer Habitate signifikant erhöhen (der Anteil von „Pools“ und „Riffeln“ würde von 5% (Ist-Zustand) auf 50% ansteigen - auf Kosten der „Runs“). Eine größere Flussbreite führt allgemein zu niedrigeren Abflusstiefen und daher zu einer verringereten Häufigkeit von bettaufreissenden Hochwässern. Daher ist für eine mögliche Aufweitung eine höhere mittlere Kolmation des Flussbetts (im Vergleich zum Ist-Zustand) prognostiziert. Allerdings kann bei einem aufgeweiteten Fluss eine höhere Variabilität der Abflusstiefe und ein höherer Anteil an Riffeln (20-30%) erwartet werden. Aufgrund ihrer hydraulischen Bedingungen kolmatieren Riffel in der Regel nicht. Dies führt zu
einem Mosaik von kolmatierten und unkolmatierten Bereichen in einem aufgeweiteten Fluss - im Gegensatz zu einem gleichmässig kolmatierten Bett eines kanalisierten Flusses.

Das Teilmodell „Benthos“ (II) wurde entwickelt, um die Entwicklung der Biomasse des Periphytons (Algen) und der funktionellen Ernährungsgruppen der Wirbellosen vorherzusagen. Diese spielen eine wichtige Rolle in Fließgewässern, da sie Nährstoffe aus der fließenden Welle und dem Sediment aufnehmen und daraus lebende organische Substanz bilden, abgestorbenes organisches Material wieder abbauen und als Futter für höhere trophische Stufen (z.B. Fische) dienen. Zur Entwicklung des Periphyton Modells wurden Daten von 8 unterschiedlichen Stellen (an 3 verschiedenen Flüssen, Gesamtprobenzahl = 286) verwendet, für das Invertebratenmodell zwei Stellen von einem Fluss (n=86). Lineare und nicht-lineare Regressionsrechnungen zeigen, dass die Algenbiomasse massgeblich von der Zeit seit dem letzten bettaufreissenden Hochwasser und von hydraulischen Bedingungen (v.a. Fließgeschwindigkeit) bestimmt wird. Saisonale Effekte bestimmen massgeblich die Gesamtbiomasse der Invertebraten und ihrer Ernährungsgruppen. Während für die Gesamtbiomasse der Invertebraten sowie für die Biomasse der Sammler und der Räuber gute Regressionsmodelle mit \( R^2 \) zwischen 0.52 und 0.71 entwickelt werden können, erzielen die besten Modelle für Weidegänger \( R^2 = 0.31 \). Die Ernährungsgruppen der Zerkleinerer und Filterer wurden aufgrund sehr geringer Biomassen in den Datensätzen nicht modelliert.

Die Modellentwicklung und -komplexität werden durch die relativ kleine Anzahl an kompletten Datensätzen limitiert. Zusätzliche Datensätze mit längeren Zeitreihen der Biomassen von Algen und Wirbellosen sowie Daten über die entscheidenden Einflussfaktoren wären für die Weiterentwicklung dieser einfachen Modelle äusserst hilfreich.

Das fertig gestellte IFRM soll gemeinsam mit einer quantitativen Abschätzung der Präferenzen aller Interessensvertreter (stakeholder) den Prozess der Entscheidungsfindung bei Flussrevitalisierungen unterstützen.
1 INTRODUCTION

1.1 Background and Motivation

In the last 200 years, many river systems throughout the world have been regulated and channelized (Petts, 1989). These alterations have been conducted mainly to extend agricultural and urban areas, enable or facilitate river navigation, and reduce flooding risk. This has resulted in a dramatic reduction of river floodplain area and loss of hydraulic and morphological variability (Ward et al, 2001). These changes decrease the habitat quality for organisms living in or near a regulated river. Thus, the abundance, biomass and diversity of aquatic and terrestrial organisms are affected, leading to a functional alteration of the river ecosystem (Peter, 1998).

In Switzerland, only about 10% of all rivers remain in a natural or near natural state (BUWAL, 1997). Therefore, there is a need for ecological rehabilitation. Although historically most funding for river construction has been granted for the purposes of additional flood control, a recent federal requirement to include ecological rehabilitation measures in flood control projects has provided new opportunities (Peter et al, 2005).

To improve the understanding of the ecological and socio-economic consequences of river rehabilitation projects and provide advice for future efforts, the interdisciplinary “Rhone/Thur River Rehabilitation Project” was recently initiated (Peter et al., 2005, http://www.rivermanagement.ch). One subproject of this research program is the development of an integrative river rehabilitation model (IRRM) to predict the hydraulic-morphological situation after river management actions and the resulting changes in the terrestrial (shoreline fauna and riparian vegetation) and aquatic ecosystems (algae, invertebrates, fish). The focus is on reach-scale rehabilitation actions that primarily involve widening the stream corridor and allowing the river to take a more natural course. Therefore, the primary decision is how much space to give the river so that an optimal trade-off between benefits and costs is obtained. Although developed to apply for Swiss mid-land rivers, the model is intended to be as generally applicable as possible.

The development of an integrative model usually requires scientific knowledge in a variety of forms including literature review, experimental and field results, other models, and, in the absence of other information, expert judgment. Implementing the IRRM as a probability network (Pearl, 1988) makes it relatively simple to combine different sources of information to represent cause-effect relations, to simultaneously consider different spatial and temporal scales, and to explicitly include uncertainties in model inputs, structure (model parameters) and outcomes.
The IRRM represents the relevant cause-effect-relations within and among the important biotic and abiotic factors, leading to attributes (model endpoints) of concern to river system stakeholders. Together with a model of the preference structure for different levels of these attributes (Hostmann et al., 2005), the IRRM is intended to provide a comprehensive basis for supporting river rehabilitation decisions (Reichert et al., 2007).

The IRRM comprises of the six sub-models Hydraulics & Morphology (I), Benthos (II), Fish (III) (Borsuk et al 2006), Riparian Vegetation (IV), Shoreline Fauna (V) and Economics (VI) (Spörri et al 2006) which are linked within the IRRM (e.g., total invertebrate biomass is an input to the fish sub-model; see also Fig.3.1, chapter 3). The sub-model Hydraulics & Morphology (I), which has an influence on all other sub-models as well as the Benthos sub-model (II) have been developed within this dissertation while the other sub-models are being developed and reported separately by this research group (Eawag-SIAM).

1.2 Goals and Research Questions

The first goal of this dissertation was to develop the overall structure of an integrative river rehabilitation model (IRRM) accounting for all relevant cause-effect relations within and among the important biotic and abiotic factors (Fig. 3.1, chapter 3). After the IRRM was subdivided into six sub-models, it was decided that within this dissertation the two sub-models “Hydraulics & Morphology” (I) and “Benthos” (II) were to be developed.

A second goal was to combine as much information as possible from all sources (literature review, experimental and field results, other models, expert judgment and new data evaluations) into the quantification of morphological, hydraulic and benthic development.

As a third goal, the model formulation should contain explicit description and quantification of the uncertainty in model inputs, structure and predictions.

The fourth goal was to apply the model to a reach of the Thur River (between the towns of Bürglen and Weinfelden) to test its usefulness as a contribution to river rehabilitation decision support.

Within this dissertation the major research questions are:

- How can the different approaches to determine channel morphology and river hydraulics be combined accounting for different temporal and spatial scales and including uncertainty estimates of model predictions?
• Which knowledge gaps for ecology-relevant hydraulic-morphological river modelling exist and how can they be closed?
• How can we estimate the biomass of functional feeding groups of the benthic community based on simple indicators applying external influence factors and considering uncertainty in model inputs and structure?
• How can hydraulic-morphological and benthic river community models be combined to form part of an integrated river rehabilitation model?

1.3 Contents and Structure of the Thesis

This thesis consists of three main sections describing

• the approach to predicting the bivariate distribution of flow velocity and water depth (chapter 2)
• the hydraulic-morphological sub-model (chapter 3)
• the periphyton and invertebrate models (chapter 4)

These sections are followed by a general discussion of the overall model.

1.4 References
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¹Swiss Federal Institute of Aquatic Science and Technology (Eawag), Dübendorf, and ETH Zürich, Switzerland
²Department of Biological Sciences, Dartmouth College, Hanover, NH, USA
³National Institute of Water and Atmospheric Research Limited, Hamilton, New Zealand

2.1 Abstract

Stream ecosystem structure and function are strongly influenced by patterns of velocity and depth. Simple methods for predicting the spatial distributions of these two variables, as functions of one-dimensional reach and discharge characteristics, have been recently reported in the literature. These studies have provided valuable insight into the fundamental factors influencing stream behavior and represent a practical alternative to multi-dimensional hydrodynamic models. However, these previous studies have handled velocity and depth separately, while there is evidence that meso-habitats and stream biota are associated with distinct combinations of the two variables. Therefore, we used survey data from 92 stream reaches in New Zealand to develop a model for the joint distribution of depth and velocity. We found that, for each reach, the bivariate distribution of relative velocity and relative depth could be described by a mixture of two end-member distributions, one bivariate normal and the other bivariate log-normal, each with fixed parameters. The relative contribution of each shape for a particular reach at a particular discharge could then be related to the reach mean Froude number, the reach mean relative roughness, and the ratio of the survey discharge to the mean discharge. As these inputs can be readily estimated for changed channel morphology, our model should provide a useful approach for linking river rehabilitation strategies to hydraulics and ecology.
2.2 Introduction

Spatial variation in velocity and depth over a stream reach is one of the most important factors regulating stream ecosystem structure and function (Allan 1995). The distribution of benthic plants and invertebrates is strongly influenced by these variables (Jowett 2003, Quinn and Hickey 1994) and by the resulting distribution of shear stress (Lamouroux et al. 1992). Fish have also shown distinct preferences for certain values of depth and velocity (Bovee 1982, Thomas and Bovee 1993, Jowett 2002). Human-induced change in velocity and depth distributions, resulting from modifications of discharge and river bed morphology, is therefore altering local habitat suitability. Reach-scale efforts to rehabilitate streams are being undertaken (Peter et al. 2005) but should be guided by scientific predictions of the morphologic, hydraulic and ecosystem consequences (Reichert et al. 2007).

Mechanistic hydrodynamic modeling is becoming increasingly common for predicting velocity and depth patterns in rivers from detailed information on the topography of the river bed (Clifford et al. 2002, Emery et al. 2003, Wheaton et al. 2004). This approach is particularly useful for assessing the effect of local river rehabilitation measures, such as in-stream bed form design, bank reconstruction, or local habitat improvement. However, for predicting the effect of reach-scale rehabilitation measures that can alter stream morphology, such as extensive widenings, mechanistic approaches are difficult to apply. For these applications, the prediction of river hydrodynamics must be preceded by a prediction of the form of the river bed. Because this is difficult, and because predictive ecology is not sufficiently advanced to benefit from the detailed, spatially-explicit information provided by hydrodynamic simulations, simpler, empirical approaches for predicting the distributions of velocity and depth in rivers are often appropriate.

Empirical approaches attempt to relate the form and the shape of velocity and depth distributions to predictor variables that are relatively easy to determine (Lamouroux et al. 1995, Lamouroux 1998). Such studies have shown that both depth and velocity distributions tend to shift from a positively skewed (exponential) to a symmetric (Gaussian) distributional shape with increasing discharge. Additionally, the higher the relative roughness and the lower the average Froude number of a reach, the more likely the velocity distribution is to have a skewed form (Lamouroux et al. 1995).

Such empirical approaches are conceptually valuable because of the insight they provide into the primary controls on hydraulic variation across a variety of rivers. They are also
practically valuable because they provide an alternative to numerical solutions of
equations of motion, which, as mentioned above, require detailed data on channel
geometry and high computational cost. The empirical approach is particularly appropriate
for preliminary screening of rehabilitation alternatives or for evaluating future
rehabilitation actions, such as river widening, that are so dramatic that measurements
made of the presently existing conditions are no longer relevant. In such cases, the goal
is to determine what the hydraulic habitat would be if the river were to be allowed to
assume a natural form, relatively free of human-imposed constraints.

To date, most of the empirical approaches have yielded separate distributions for depth
and velocity, implying independence of the two. Yet, we know that spatial patterns of
depth and velocity in a stream reach are intimately linked. Furthermore, habitat structure
and stream biota have been shown to be associated with distinct combinations of depth
and velocity, rather than with depth and velocity independently (Kemp et al. 1999,
Statzner et al. 1988). Therefore, the univariate distributions of these variables developed
in previous studies are not fully informative for habitat characterization or prediction.

Stewardson and McMahon (2002) attempted to overcome this problem by transforming
velocity and depth into two more nearly independent variables, one with a strong cross-
channel component and the other with a strong along-channel component. The univariate
distributions of these transformed variables were then independently fitted to data from
149 reaches, and the resulting parameters were related to measurable channel geometry
characteristics. Unfortunately, as recognized by Stewardson and McMahon (2002), the
transformations they chose do not lead to entirely independent variables. Additionally,
the geometric characteristics used to predict the values of distributional parameters are
measurable, but not readily predictable for changed channel morphology, such as that
resulting from rehabilitation measures. This is the case for the standard deviation of the
Froude number and the coefficients of variation of both depth and surface width, all three
of which are used as predictor variables by Stewardson and McMahon (2002). In fact,
the first two of these are related to quantities that one would like to predict with the
model (i.e., descriptions of the variation in velocity and depth) and therefore should not
be used as model inputs. Further, the use of transformed variables makes it difficult to
visualize and interpret the distributions of velocity and depth directly.

It is not necessary to transform depth and velocity to independent variables prior to
analysis, as long as the dependence between the two is explicitly modeled. In fact,
Stewardson and McMahon (2002) concluded their analysis by hypothesizing the
existence of two fundamental bivariate distributions, each with a significant correlation
between depth and velocity (Figure 2.1). They suggested that one is characterized by a
centered form with a positive correlation resulting from significant cross-channel effects and weak along-channel effects, while the other has a skewed “banana-shape” resulting from longitudinal bed undulations (e.g., pool-riffle sequences) and minimal lateral variation. Most channels, they state, can be expected to be a mixture of these two forms.

In the present chapter, we attempt to test the hypothesis of Stewardson and McMahon (2002) by fitting their two proposed distributional forms directly and relating the relative dominance of each form to reach and discharge characteristics. Our goal is to examine the universality of the end-member distributions as well as the factors controlling their degree of mixture at a particular reach and discharge. Additionally, to make the results of our analysis useful for predicting the consequences of reach-scale river rehabilitation, we focus on characteristics that can be readily estimated for changed channel morphology.

![Figure 2.1: Two proposed shapes for the joint distribution of depth-averaged velocity and water depth: (a) a positive association with a centered form resulting from strong bank effects, (b) a negative association with a skewed form resulting from strong pool-riffle effects (adapted from Stewardson and McMahon 2002).]
2.3 Methods

2.3.1 Data Description

This study uses in-stream survey data from 92 stream reaches in New Zealand (Table 2.1), most of which are described by Jowett (1998) and Lamouroux and Jowett (2005). The main channel and hydraulic properties (slope, velocity, depth, and width for mean flow conditions) were determined from data collected by government and regional authorities. The 92 studied river reaches range in mean discharge from 0.1 m$^3$/s to 95 m$^3$/s (mean 14 m$^3$/s) and in channel slope from 0.8‰ to 2% (mean 0.5%). Streambeds include a variety of substrate sizes with median diameter ranging from 13 to 639 mm (mean 99 mm). Most rivers were without significant human disturbance. The studied river reaches are all single thread channels and contain gravel bars.

*Table 2.1: General characteristics of investigated reaches*

<table>
<thead>
<tr>
<th>Notation</th>
<th>Minimum</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of reach [m]</td>
<td>$L$</td>
<td>12</td>
<td>338</td>
<td>278</td>
</tr>
<tr>
<td>Slope [-]</td>
<td>$J$</td>
<td>0.0008</td>
<td>0.005</td>
<td>0.004</td>
</tr>
<tr>
<td>Width (at mean flow) [m]</td>
<td>$w$</td>
<td>2.3</td>
<td>25.9</td>
<td>22</td>
</tr>
<tr>
<td>Number of cross-sections per river reach [-]</td>
<td>-</td>
<td>9</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td>Number of data points per river reach [-]</td>
<td>-</td>
<td>32</td>
<td>339</td>
<td>335</td>
</tr>
<tr>
<td>Mean discharge [m$^3$/s]</td>
<td>$MQ$</td>
<td>0.1</td>
<td>9.4</td>
<td>13.8</td>
</tr>
<tr>
<td>Relative survey discharge [-]</td>
<td>$q/MQ$</td>
<td>0.05</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>Reach mean velocity (at mean discharge) [m/s]</td>
<td>$\overline{v}$</td>
<td>0.2</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Reach mean depth (at mean discharge) [m]</td>
<td>$\overline{h}$</td>
<td>0.1</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>Reach mean Froude number (at mean discharge) [-]</td>
<td>$Fr$</td>
<td>0.1</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Reach mean Reynold’s number (at mean discharge) [-]</td>
<td>$Re$</td>
<td>3.36x10$^4$</td>
<td>5.86x10$^5$</td>
<td>4.00x10$^5$</td>
</tr>
<tr>
<td>Reach mean boundary Reynold’s number (at mean discharge) [-]</td>
<td>$Re_f$</td>
<td>7.25x10$^2$</td>
<td>9.10x10$^3$</td>
<td>6.97x10$^3$</td>
</tr>
<tr>
<td>Median substrate size [mm]</td>
<td>$d_{50}$</td>
<td>13</td>
<td>99</td>
<td>84</td>
</tr>
<tr>
<td>Reach mean relative roughness (at mean discharge) [-]</td>
<td>$Z$</td>
<td>0.02</td>
<td>0.19</td>
<td>0.16</td>
</tr>
</tbody>
</table>
Each reach was surveyed once to obtain a set of velocity-depth pairs representing hydraulic conditions throughout the reach at the time of the survey. Measurements were made according to the procedures detailed by Jowett (1989). Habitat mapping was first undertaken to determine the presence of various habitat types (e.g., pools, riffles, runs). Reach length and survey site locations were then chosen to appropriately represent this range of habitat. On average, 23 cross-sections (range 9-47) were surveyed at each reach (Table 2.1). Velocity was measured at a depth below the water surface equal to 60% of the total depth or at 20% and 80% below the surface if the total depth exceeded one metre. Upstream currents (due to eddies or backwaters) were recorded as negative velocities. Multi-depth velocity measurements were averaged to derive the depth-averaged mean velocity. The modified Wentworth particle size scale (Bovee and Milhous 1978) was used for substrate characterization, except that gravel was further divided into fine gravel (2-10 mm) and gravel (10-64 mm). In total, seven substrate classes were distinguished: silt, sand, fine gravel, gravel, cobble, boulder, bedrock.

Measurements were usually made at regular 0.5–1m intervals across the stream, but extra measurements were made where the depth or velocity changed abruptly. For this reason, we assigned to each measurement a weight according to the width it represented. This width was calculated as the sum of the two half-distances to adjacent measurement points, except for points at the water’s edge, for which the width interval was set to half the distance to the next instream point. All such width intervals were then divided by the total wetted width for the cross-section to obtain the relative width weight. In this way, the mean weight for each cross-section equals 1.0. Measured water velocities were weighted by the width that they represented. Because this process leads to width-weighted velocities, and not cross-sectional area-weighted, the weighted mean velocity will not equal the discharge divided by the cross-sectional area. This equality is not necessary in the context of this study, and width-weighted velocities are more appropriate because they correspond with the surface area of the stream - a quantity that is more relevant to habitat utilization than volume. Average reach characteristics were obtained by multiplying cross-section characteristics by the proportion of reach represented by each cross-section.

Most surveys were conducted at discharge conditions between the mean annual low flow and the mean flow. Data with a survey flow less than 5% of the mean flow were excluded from our analysis. After this exclusion, sample sizes ranged from 32 to 645 (mean 339) depth-velocity pairs for each river reach. In total, more than 31,000 depth-velocity measurements were analyzed.
2.3.2 Modeling

Similarly to Lamouroux et al. (1995) and Lamouroux (1998), who modeled velocity and depth independently, our analysis began by transforming the point data to relative values. This was done by dividing each velocity and depth measurement by the reach mean velocity, $\bar{v}$, and reach mean depth, $\bar{h}$, respectively (each calculated as the width-weighted average over all measurements for each survey). Exploratory plots of relative velocity and depth supported Stewardson and McMahon’s (2002) suggestion that there appear to be two extreme shapes to the bivariate data clouds (Figure 2.1), with most reaches having shapes intermediate to these two. We chose to represent the centered, positively correlated distribution by a bivariate normal (Gaussian) form, consistent with the centered distributional form used by Lamouroux et al. (1995) and Lamouroux (1998). The distribution was truncated at $h/\bar{h} = 0$ and renormalized (by dividing by the integral of the remaining distribution) to preclude the possibility of obtaining negative values for depth. However, negative values for velocity (flow in upstream direction due to eddies) were maintained. While the truncation of negative depth values will slightly shift the mean of the distribution, this effect was insignificant for the distribution that was found to be the best fit (<3% of the distribution was truncated).

We chose to use a log-normal distributional form to represent the skewed distribution. Lamouroux et al. (1995) used exponential models for the positively skewed shapes, but our exploratory analysis indicated the presence of a non-zero mode for both depth and velocity, consistent with a log-normal distribution. Later testing of the final model, by replacing the log-normal distribution with the exponential, confirmed that the log-normal provides a superior fit to our data.

Mean values of both bivariate distributions were fixed at (1, 1) which, by definition, are the mean values of relative velocity, $v/\bar{v}$, and relative depth, $h/\bar{h}$. Two standard deviations and one correlation coefficient are then needed to define each bivariate distribution. These were assumed to be constant across all reaches, but were treated as free parameters, to be estimated from the data. A parameter, $s_{mix}$, describing the relative contribution of the normal and log-normal forms was assumed to be reach-specific and ranged from 0 (entirely centered) to 1 (entirely skewed), similar to Lamouroux et al. (1995). Therefore, for each river reach, the joint distribution of velocity and depth was of the form,
\[
\begin{aligned}
    f\left(x = \frac{v}{v_0}, y = \frac{h}{h_0}\right) &= (1 - s_{\text{mix}}) \cdot N_{y>0}(\mu_{xN} = 1, \mu_{yN} = 1, \sigma_{xN}, \sigma_{yN}, \rho_N) \\
    &+ s_{\text{mix}} \cdot LN(\mu_{xLN} = 1, \mu_{yLN} = 1, \sigma_{xLN}, \sigma_{yLN}, \rho_{LN})
\end{aligned}
\]

where \(N\) represents the normal distributional component and \(LN\) the log-normal component, the subscript \(y>0\) indicates that the normal distribution was truncated and renormalized as described above, the \(\mu\) represent the means of the relative velocity and depth of the normal and log-normal distributions, the \(\sigma\) represent the corresponding standard deviations, and the \(\rho\) are the correlation coefficients. The six reach-constant parameters (four standard deviations and two correlation coefficients) were estimated together with the reach-specific parameter, \(s_{\text{mix}}\), for all reaches simultaneously. This was done by maximizing the log-likelihood function,

\[
\log[L(x, y, \sigma_{xN}, \sigma_{yN}, \rho_N, \sigma_{xLN}, \sigma_{yLN}, \rho_{LN}, s_{\text{mix}})] = \sum_i \sum_j w_{ij} \log[f(x_{ij}, y_{ij}, \sigma_{xN}, \sigma_{yN}, \rho_N, \sigma_{xLN}, \sigma_{yLN}, \rho_{LN}, s_{\text{mix}, i})]
\]

where the model function, \(f\), of equation (1) is now written as an explicit function of both the data and the distributional parameters. The data are designated by \(x = \{x_{ij}\}\) and \(y = \{y_{ij}\}\), which are vectors of the measured relative velocities and depths, respectively (indexed according to the river reach, \(i\), and the data point within the reach, \(j\)), \(w_{ij}\) is the relative width weight associated with the data point \((i, j)\) as described in the data description section above, and \(s_{\text{mix}} = \{s_{\text{mix}, i}\}\) is a vector of reach-specific mixing parameters. The sums in equation (2) extend over all 92 reaches and all data points within each reach (a total of 31188 data points). Maximization was performed using a Newton-type algorithm according to Dennis and Schnabel (1983) and Schnabel et al. (1985) as implemented in the non-linear minimization routine \(\text{nlm}\) supplied with the statistical programming language and computing environment R (Ihaka and Gentleman 1996, http://www.r-project.org). A total of 98 parameters were fitted: 6 parameters characterizing the two bivariate end-member distributions, and 92 reach-specific mixing parameters, \(s_{\text{mix}}\). Standard errors of the parameter estimates were calculated from the Hessian matrix, which is an optional additional result of the \(\text{nlm}\) routine. Compared to the optimization methods of Lamouroux et al. (1995) and Stewardson and McMahon (2002), ours does not require discretization (or “binning”) of the data; all data points were used and distributions were fitted in their continuous form.
The goodness of fit of the model distributions to the data was examined quantitatively using the Kolmogorov-Smirnov statistic. In one dimension, this is measured by the largest difference between the cumulative distribution function of the data and that of the model. In two or more dimensions however, the definition of this statistic is ambiguous because the direction in which one can perform the cumulation is not unique. To overcome this problem, Peacock (1983) suggested using the largest difference between the empirical and modeled cumulative distribution functions when all possible ways to cumulate the data and model along the directions of the coordinate axes are considered. In two dimensions with \( n \) data points, this corresponds to calculating probabilities for the data and model in each of the four quadrants around the \( n^2 \) locations defined by all combinations of the \( x \) and \( y \) coordinates of the data. This procedure is computationally expensive for large numbers of data and a faster approximation was proposed by Fasano and Franceschini (1987). This approximation only considers the \( n \) locations where data points actually lie as suitable locations around which to define the quadrants used for cumulation. We implemented this approximation in R, following the method given by Press et al. (1992, pp. 645-649). Our version included a modification to allow for weighting of the data points.

To make the model predictive, we next attempted to relate the distributional mixture parameter, \( s_{\text{mix}} \), to variables that could be derived from simple field measurements and one-dimensional hydraulic modeling. We used a procedure in which \( s_{\text{mix}} \) was used as the response variable in a weighted regression for which the predictor variables included all possible subsets, of size one through three, of a set of candidate variables. These candidate predictor variables included the reach characteristics \( d_{50} \) and \( J \) (see notation at the end of the chapter for the meaning of the variables), the flow-dependent characteristics \( q, w, h, \) and \( v \), as well as the dimensionless quantities \( q/MQ, Fr, Re, Re_f, Y, Z, \) and \( \theta \). The flow-dependent variables were determined for both survey and mean flow conditions. The latter may be necessary to account for systematic effects of river size and/or geometry. Dimensionless quantities (e.g. \( Fr, Re \)) were calculated by using reach mean values of velocity and depth. This is because such quantities are significantly simpler to predict for changed conditions using one-dimensional modeling. Natural logarithmic, square root, square, and inverse transformations of these possible predictors were also considered, as were interaction terms. The numbers of measured velocity and depth pairs recorded for each reach were used as the weights in this regression procedure.

Because the response variable, \( s_{\text{mix}} \), can only assume values between 0 and 1, we applied a logit transformation to linearize the model and allow it to better meet the assumptions of regression analysis (Dobson 1999). This leads to the model form,
\[
\ln \left( \frac{s_{\text{mix}}}{1 - s_{\text{mix}}} \right) = \beta_0 + \beta_1 x \tag{3}
\]

where \( \beta_0 \) represents the model intercept term, \( x \) represents the vector of one or more predictor variables, and \( \beta_1 \) represents the vector of one or more regression coefficients. This process is similar to logistic regression (Dobson 1999) except that \( s_{\text{mix}} \) is not interpreted as a probability. After performing the linear regression, Eq. (3) can be re-transformed to solve for \( s_{\text{mix}} \), yielding

\[
s_{\text{mix}} = \frac{\exp(\beta_0 + \beta_1 x)}{1 + \exp(\beta_0 + \beta_1 x)} \tag{4}
\]

We recognize that the consideration of candidate models with so many combinations of predictors invalidates strict interpretation of hypothesis test statistics, such as \( p \)-values. However, our primary purpose in this study was to find a useful predictive relationship for \( s_{\text{mix}} \) and not necessarily to test hypotheses. Therefore, to ensure that the final resulting model did not simply arise as a result of our broad search strategy, we used a \( K \)-fold cross-validation procedure for model evaluation (Efron and Tibshirani 1984). This involves first dividing the data randomly into \( K \) groups. Each group is then sequentially omitted and the linear regression is performed on the remaining data. The results are then used to generate predicted values of the response variable in the omitted group. All predictions are compared to all observations and the total prediction error variance is calculated. This statistic provides a useful criterion for model selection because it controls for overfitting. When \( K \) is chosen to be less than the number of observations, some bias is introduced in the prediction error, but this can be corrected using the adjustment of Davison and Hinkley (1997). We chose to use four groups in our cross-validation procedure, which we implemented using the \texttt{cv.glm} routine supplied with the “boot” package for R (Davison and Hinkley 1997). The Akaike information criterion (AIC) and the Bayesian information criterion (BIC) were also considered, but did not lead to significant differences in the final ranking of models, relative to the cross-validation procedure.
The bivariate distributions that result from our analysis can be used to predict the relative frequency of pool, run, and riffle habitat, given a quantitative definition of these hydraulic units in terms of depth and velocity. For example, Jowett (1993) found that pool habitat was associated with values of the Froude number less than 0.18, riffle habitat with values greater than 0.41, and run habitat with intermediate values. These thresholds can be compared with our velocity/depth distributions and the fraction of the distribution within each range can be calculated through appropriate integration of the joint density function. Because our distribution diagrams represent relative (and not absolute) velocity and depth, the position of each threshold on the diagram is reach-specific and can be shown to depend on the reach mean Froude number \( \overline{Fr_{reach}} \) according to the expression,

\[
\frac{h}{h} = \left( \frac{Fr_{reach}}{Fr^*} \right)^2 \left( \frac{v}{\overline{v}} \right)^2
\]

where \( Fr^* \) is the threshold Froude number used to distinguish the various hydraulic units (e.g., 0.18 and 0.41 of Jowett 1993).

### 2.4 Results

#### 2.4.1 Distributional Parameter Estimates

Estimates of the six model parameters (four standard deviations and two correlation coefficients) of the bivariate normal and log-normal distributions comprising Eq. (1) are given in Table 2.2. Figure 2.2 shows the shapes of the two end-member distributions (corresponding to \( s_{mix} \) values of 0 and 1) with the estimated parameter values, as well as an intermediate mixture with \( s_{mix}=0.5 \). Estimated values for the parameter \( s_{mix} \) spanned the entire range across the set of stream reaches from 0 to 1 with an average of 0.40. The standard errors of \( s_{mix} \) ranged from 0.02 to 0.15 with a mean of 0.05 and generally scaled inversely with the number of measurements made at the corresponding reach. Figure 2.3 presents the modeled and observed distributions for four representative stream reaches that span the range of possible values for \( s_{mix} \). The visual aspect of such figures reveals a very good agreement between the parametric models and the measured data.
Table 2.2: Parameter estimates (with standard errors in parentheses) of the bivariate normal and log-normal distributions in equation (1). (Note: mean values of relative velocity and relative depth were not estimated but set to 1 prior to parameter estimation.)

<table>
<thead>
<tr>
<th>Normal Distribution</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{vN}$</td>
<td>$\mu_{hN}$</td>
<td>$\sigma_{vN}$</td>
<td>$\sigma_{hN}$</td>
<td>$\rho_N$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>0.52</td>
<td>0.52</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(±0.004)</td>
<td>(±0.005)</td>
<td>(±0.011)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Log-normal Distribution</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_{vLN}$</td>
<td>$\mu_{vLN}$</td>
<td>$\sigma_{vLN}$</td>
<td>$\sigma_{hLN}$</td>
<td>$\rho_{LN}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td></td>
<td>1.19</td>
<td>1.09</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(±0.031)</td>
<td>(±0.026)</td>
<td>(±0.007)</td>
</tr>
</tbody>
</table>

Figure 2.2: Modeled bivariate distributions (joint and marginal densities for relative velocity and relative depth) for $s_{\text{mix}}=0$ (normal), $s_{\text{mix}}=0.5$ (intermediate mixture) and $s_{\text{mix}}=1$ (log-normal). Contour lines in the joint plots indicate the regions containing 25, 75, and 95% of the probability mass.

The Kolmogorov-Smirnov goodness-of-fit statistics indicate that the model distributions fit the data on relative velocity and relative depth equally well (Figure 2.4). Lower values of the K-S statistic represent a better fit than high values, and, for the one-dimensional marginal distributions of relative velocity and depth, values for the statistic ranged from 0.04 to 0.23 and from 0.03 and 0.32, respectively. The values of the third quartile for both variables indicate that, for 75% of the river reaches, the maximum difference between the cumulative probability function of the model and that of the data is 0.13. This means that, for most of the reaches, the cumulative probabilities are never wrong by more than 13%.
Figure 2.3: Comparison of modeled and observed distributions for four stream reaches with a wide range of values for $s_{mix}$. Plots show joint and marginal densities and marginal cumulative probabilities for relative velocity and relative depth. Points (with size proportional to relative width weights), histograms and thin cumulative probability lines correspond to the data; contour plots, continuous density lines, and thick cumulative distribution lines correspond to the model. Values of the mixture parameter, $s_{mix}$, and the number of data points, n, are given under the name of each river reach. Values for the Kolmogorov-Smirnov (K-S) statistic, d, are given in the corners of the corresponding marginal cumulative and joint density plots. Straight lines indicate the positions at which the K-S statistic is located (which may be different between the joint and marginal distribution plots). The representativeness of the K-S statistics for these four reaches can be gauged through comparison with the K-S values shown in Figure 2.4.
The reaches with the worst fit (shown as outliers in Figure 2.4) are those with relatively few measurements, and there was, in general, a negative relationship between the size of the K-S statistic and the number of measurements taken at a reach.

For the two-dimensional joint distribution, the test statistic is larger than for the one-dimensional cases because it is calculated as the largest difference between the empirical and modeled cumulative distribution functions in all four directions along the coordinate axes. Values ranged from 0.07 to 0.33 with a third quartile of 0.19. Again, those with the worst fit tended to be those with relatively few data.

*Figure 2.4: Box-and-whisker plots of the K-S statistic for the marginal distributions of relative depth and relative velocity and the joint distribution of both variables. The lower and upper edges of each box represent the first and third quartiles, respectively, and the horizontal line in the middle represents the median. The whiskers extend to the most extreme data point that is no further from the box than 1.5 times the interquartile range. Data that are more extreme are shown as points.*
2.4.2 Predicting the Mixture Parameter

After fitting the normal and log-normal bivariate distributional parameters, we next attempted to predict the mixture parameter, $s_{mix}$, from reach characteristics. After trying all combinations of predictor variables, we found that the natural logarithm of the Froude number, $\ln(Fr)$, calculated for survey flow conditions was the best single predictor of $s_{mix}$ and that the square root of the relative survey discharge, $(q/MQ)^{0.5}$, was the best second predictor. Adding the inverse of relative roughness, $Z^{-1}$ (also calculated for survey flow conditions), as a third predictor further reduced the cross-validation prediction error. Models with four predictors did not lead to further improvements, demonstrating the ability of the cross-validation procedure to discourage overfitting. The regression equations (with parameter standard errors given in brackets) are:

\[
\ln\left(\frac{s_{mix}}{1 - s_{mix}}\right) = -4.72[\pm 0.44] - 2.84[\pm 0.29] \cdot \ln(Fr) \quad (6a)
\]

\[R^2_{adj,smix} = 0.54\]

\[
\ln\left(\frac{s_{mix}}{1 - s_{mix}}\right) = -2.75[\pm 0.79] - 2.38[\pm 0.32] \cdot \ln(Fr) - 2.08[\pm 0.71] \cdot \left(\frac{q}{MQ}\right)^{0.5} \quad (6b)
\]

\[R^2_{adj,smix} = 0.59\]

\[
\ln\left(\frac{s_{mix}}{1 - s_{mix}}\right) = -2.34[\pm 0.79] - 2.27[\pm 0.31] \cdot \ln(Fr) - 2.03[\pm 0.69] \cdot \left(\frac{q}{MQ}\right)^{0.5} - 0.04[\pm 0.02] \cdot Z^{-1} \quad (6c)
\]

\[R^2_{adj,smix} = 0.62\]

No significant collinearities were observed between the three explanatory variables $\ln(Fr)$, $(q/MQ)^{0.5}$ and $Z^{-1}$ (Table 2.3). Thus, the influence of each explanatory variable on the value of $s_{mix}$ can be considered separately. The linear forms of eqs. (6a-c) lead to curvilinear relationships when the re-transformation in eq. (4) is applied (Figure 2.5), but
the direction of each influence remains the same: $s_{mix}$ decreases in close relation with $\ln(Fr)$, with the inverse of the relative roughness $Z^{-1}$, and with the square root of relative discharge $(q/MQ)^{0.5}$. The relative errors (standard error divided by mean estimate) of the parameter estimates in eq. (6c) indicate that uncertainty increases in the following order:

$$\ln(Fr) \ (0.31/2.27 \approx 14\%) \ < \ (q/MQ)^{0.5} \ (0.69/2.03 \approx 34\%) \ < \ Z^{-1} \ (0.02/0.04 \approx 39\%).$$

Table 2.3: Matrix of correlation coefficients between the three predictors of equations 4a-c ($n = 92$)

<table>
<thead>
<tr>
<th></th>
<th>$q/MQ^{0.5}$</th>
<th>$\ln(Fr)$</th>
<th>$Z^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(Fr)$</td>
<td>0.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z^{-1}$</td>
<td>0.18</td>
<td>0.09</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5: Plot of relation between $s_{mix}$ and the right-hand side of eq. (4c), representing the influence of reach mean Froude number ($Fr$), relative survey discharge ($q/MQ$), and reach mean relative roughness ($Z$). Points represent reach-specific estimates of $s_{mix}$ with point size proportional to the number of measured velocity-depth pairs. Line represents the regression fit given by eq. (6c).
Figure 2.6: Estimates of pool, run, and riffle habitat for two of the river reaches shown in Figure 2.3. Left: Wanganui ($s_{\text{mix}}=0.32$, $F_{\text{reach}}=0.31$). Right: Ruamahanga ($s_{\text{mix}}=0.98$, $F_{\text{reach}}=0.15$). The threshold between pool and run habitat corresponds to $F_{\text{point, pool}}=0.18$, and between run and riffle habitat $F_{\text{point, riffle}}=0.41$.

Figure 2.7: The relationship between $s_{\text{mix}}$, $F_{\text{reach}}$ (labeled as $F_r$ in the figure), and the predicted percent pool (left) and riffle (right) habitats. Points indicate estimated reach-specific values and are shown only to demonstrate the range of our data. Triangles are those points with $F_{\text{reach}}$ greater than 0.3 and circles are those with $F_{\text{reach}}$ less than 0.3. Dashed lines indicate extrapolations beyond the data range. Note that the vertical axis for the left plot uses a logarithmic scale for ease of presentation, while the right plot uses a linear scale.
In terms of predicting hydraulic units (Figure 2.6), over 94% of the point-wise variation in the percent pool habitat and 86% of the variation in the percent riffle habitat (using the quantitative definitions of Jowett (1993)) across the 92 stream reaches we studied can be accounted for by the predicted bivariate distributions. To aid future application of this part of the model, the predicted relative frequency of each unit has been plotted against $Fr_{reach}$ and the $s_{mix}$ value resulting from eq. (6c) (Figure 2.7). Such a plot eliminates the need for users of our model to integrate the joint density function.

### 2.5 Discussion

Our results show that the joint frequency distribution of velocity and depth can be predicted for a wide variety of stream reaches using a simple mixture of two end-member distributions with fixed parameters. This finding suggests that there is some degree of “universality” in the two extreme distributions, at least for the type of gravel bed rivers examined in this study. One of these end-members is a normal distribution centered at (1, 1) with equal standard deviations for relative depth and velocity and a positive correlation coefficient (see Table 2.2). The small standard errors of the parameter estimates indicate that the parameters are well-identified by the data and that the correlation coefficient is significantly different from zero. The other end-member is a log-normal distribution, also with mean (1, 1) and a slightly wider marginal distribution for velocity than for depth. The correlation coefficient is positive, but very small and not significantly different from zero. For this reason the skewed shape of the bivariate log-normal still leads to a visually negative relationship between the two variables (see Figure 2.2), as anticipated by Stewardson and McMahon (2002). As also expected by Stewardson and McMahon (2002), the relative contribution of each end-member distribution, indicated by the value of $s_{mix}$, spans the range from 0 to 1, with most river reaches having some contribution of each distributional form. The small standard errors indicate that these mixture parameters are also well-identified by the data.

Lamouroux et al. (1995) and Lamouroux (1998) also used mixture parameters to describe the relative contribution of skewed (exponential) and symmetric (Gaussian) distributional forms to observed velocity and depth distributions separately. In our study, we chose to represent the positively skewed form with a joint log-normal distribution, rather than an exponential. Nevertheless, regarding the prediction of $s_{mix}$, the qualitative results of the two approaches are comparable. A higher reach mean Froude number led, in Lamouroux’s velocity model and in our joint velocity-depth model, to a more
symmetric/normal distributional shape. Additionally, the mixture parameter $s_{\text{mix}}$ responds to relative roughness consistently in the two approaches: a shift from a symmetric to a skewed shape with increasing relative roughness. This is because a stream bed with larger roughness elements will produce more spatial variation in velocity and depth than one with lower roughness.

Lamouroux et al. (1995) used the coefficient of variation (standard deviation divided by mean) of river width as their third predictor. However, one cannot expect to predict the value of this variable for a reach which will be rehabilitated in the future, and so we did not include it as a candidate predictor variable. Instead, we found that the square root of relative survey discharge, $(q/MQ)^{0.5}$, was an appropriate additional predictor, and the distributional response to this variable is as anticipated by Stewardson and McMahon (2002) - an increasingly centered shape with increasing discharge. This is because for a fixed streambed and channel geometry, increases in discharge will tend to smooth out variations between riffles and pools. Changes in discharge also have an indirect effect, by influencing the stage and therefore the relative importance of roughness elements. Consequently, with increasing discharge, the influence of roughness elements on flow pattern will decrease and the variability in velocity and depth will be reduced. This effect is captured by the relative roughness term in equation 6c. The explicit representation of the direct and indirect influences of flow on spatial patterns of velocity and depth may make our model useful for assessing the biological effects of variations in discharge.

The consistency between our results and those of previous authors are reassuring, considering that the analyses were based on independent data sets from different continents. This similarity shows that empirical analyses can reveal the general patterns that govern river morphology and hydraulics worldwide, even for rivers of very different size (see Table 2.1). This is a type of finding which could not come from detailed, hydrodynamic model applications that are generally site-specific.

While our results are qualitatively similar to those of previous studies, our representation of velocity and depth jointly, rather than independently, is a significant advancement. Not only does this lead to a more realistic description of hydraulic conditions, but it should also lead to improved ecological assessments. Both living and non-living elements of streams are clearly influenced by these two variables simultaneously, and methods for analyzing survey data are beginning to reflect this (e.g., Kemp et al. 1999, Jowett 2003). Using “occurrence matrices” to identify the depth and velocity combinations at which various meso-habitats are most likely to be found, Kemp et al. (1999) distinguished some distinct sets of conditions. For example, cobbles, mosses, and submerged fine-leaved macrophytes were most often found in the fastest water at low
depths. Silt, submerged broad-leaved macrophytes, and floating leaved macrophytes were found in the slowest water at high depths. Marginal plants were associated with the slowest and shallowest water. These findings could not be addressed by a model that considers velocity and depth independently.

The interactions between velocity and depth in determining habitat quality and preferences are also beginning to be explicitly considered in predictive ecological models (e.g., Schneider 2001). We believe this to be the most comprehensive and appropriate use of our model results and hope that this paper will stimulate such efforts. However, many other published studies have related the occurrence of stream-dwelling organisms to hydraulic units, such as pools, runs, and riffles (e.g., Logan and Brooker 1983, Pridmore and Roper 1985), and this categorization continues to be employed by some ecological models (Fausch et al. 1988). We have shown how the joint frequency distributions we have developed here are compatible with such approaches. However, it should be kept in mind that classification of pool, run, and riffle habitats may be river-specific and with different threshold definitions. Jowett (1993) found that the velocity:depth ratio was nearly as good a discriminant between the hydraulic units as the Froude number. Allen (1951) also used the Froude number and the velocity:depth ratio, but with lower threshold values than Jowett (1993). In any case, the definition that is deemed most appropriate for a studied reach can be used as the boundaries for integrating the joint density function to yield the relative frequencies of each hydraulic unit.

Other researchers have attempted to capture the interactive effects of velocity and depth on instream fauna by using dimensionless transformations that combine the two variables. The Froude number and boundary Reynold’s number are common choices (Orth and Maughan 1983, Quinn and Hickey 1994, Brooks et al. 2005). Our predicted joint distribution can easily be transformed to distributions on these derived quantities. These distributions will usually not have a convenient closed-form expression such as eq. (1) but can be determined straightforwardly using Monte Carlo sampling on eq. (1) and subsequent propagation of the Monte Carlo samples through the expressions for Fr or Re. Another option would be to predict a joint distribution of Fr and Re directly, using a method similar to the one we presented here. However, as velocity and depth are the fundamental quantities that are measured in the field and directly experienced by aquatic organisms, we feel that their use as response variables is more convenient and direct.

While we have detailed the compatibility of our joint distributional approach with approaches employing discrete hydraulic units or derived dimensionless quantities, we believe that full consideration of the joint distribution is the most informative way forward for modelling and data analysis. Each of the other approaches loses some
information content, as is apparent through consideration of the results of Kemp et al. (1999), described above. While the particular habitat containing cobbles, mosses, and submerged fine-leaved macrophytes could be classified as “riffles” and that containing silt, submerged broad-leaved macrophytes, and floating leaved macrophytes could be classified as “pools” (with high and low Froude numbers, respectively), the distinct habitat of marginal plants (slow and shallow) would not be identified by a system only using pools, runs, and riffles. Therefore, we encourage more studies of the type of Kemp et al. (1999) and Jowett (2003), which consider depth, velocity, and their interaction explicitly.

Our purpose in undertaking the present study was to provide support for reach-scale river rehabilitation decisions of the type described by Hostmann et al. (2005). These include conversion of an entire river reach from a channelized form to a natural form by relieving lateral width constraints and/or restoring natural flow and gravel input patterns. Assessments of what the hydraulic habitat will be after such re-naturalization efforts can be informed by empirical studies of existing natural rivers, such as we describe here. In terms of the notation we employ, greater ecological benefits can be expected when the value of $s_{mix}$ is predicted to be relatively high. This is an indication of diverse velocity-depth pairs (see Figure 2.2), and a relatively high proportion of pools and riffles relative to runs, although the exact combination of hydraulic units will also depend on the reach average Froude number (see Figure 2.6). Channelized rivers are predominated by runs (see chapter 3), and a common goal of rehabilitation is to increase diversity by creating pools and riffles. Although the values of $s_{mix}$ and $Fr$ for a re-naturalized river reach (i.e. without width constraints) will be primarily determined by the discharge regime, valley topography, gravel balance and river bed composition (all of which may not be affected by most rehabilitation measures), river managers can influence these parameters through appropriate gravel entrainment and discharge regulation strategies.

Hydraulic habitat assessment is the first step towards predicting the anticipated ecological response to management actions (Hardy 1998). Hydraulic model results can be combined with preference curves or, better yet, “occurrence matrices” for meso-habitats or biota, leading to predictions of the suitability of conditions after rehabilitation. Additionally, the results of our model can be used as inputs for other types of ecological models, such as population or individual-based models, which predict biomass, abundance and/or functional groups of species. Such ecological predictions can improve a project’s financial and public support, as well as help guide selection of the most appropriate stream reaches and site-specific rehabilitation measures (see Hostmann et al. 2005 for an example).
2.6 Conclusions

Among the most important influences on organisms living in a watercourse are depth and velocity patterns. Our model allows for prediction of these patterns in the form of a joint frequency distribution, without requiring detailed knowledge of the river geometry. This is particularly important when the model is to be used to predict conditions resulting from future reach-scale rehabilitation. To apply our model, the following information is required (see eqs. 6a-c):

Reach mean depth and velocity as a function of discharge, used to calculate reach mean Froude number and to convert the predicted values of relative velocity and depth to absolute values. These quantities can be estimated for a future channel profile using slope and roughness according to Manning (1891) or Strickler (1923). As our model employs width-weighted velocity, and not the area-weighted velocity that results from one-dimensional modelling, a translation between the two must be employed, as demonstrated in chapter 3.

Substrate size characterization, including the median grain size, can be determined according to Bovee and Milhous (1978) and can generally be assumed to be unaffected by the type of rehabilitation measures we describe.

Mean flow and survey (or ‘representative’) flow. Mean flow can be determined from historical records. Survey flow should be set to a value of interest which will depend on the inputs required for any subsequent ecological assessments.

Equations to estimate the variables in the first bullet above, as a function of various rehabilitation measures such as the removal of along-channel width constraints, have been implemented in the form of a probability network model (see chapter 3). Ecological response models will soon also be added to this framework to facilitate integrated assessment (Reichert et al. 2007).

Applications of the model with the parameters given in equation (6a-c) should be limited to rivers of size and slope similar to those included in our data set (see Table 2.1) and those which have a relatively natural flow regime. Since only rivers with sufficient gravel supply to form gravel bars were included in our analysis, the model should only be applied to rivers of this morphological type and not to rivers that are expected to be highly braided or channelized after rehabilitation. The presence of artificial constructions, such as weirs or groynes, should also preclude the application of the model with the parameters derived in this chapter. However, reach-scale rehabilitation projects usually target the removal of such artificial constructions. Further, because the model was derived for intermediate flow conditions (at survey flows between 5% and 100% of MQ), it should not be applied to flows outside of this range.
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Notation

\( MQ \) mean discharge, \( m^3/s \)
\( q \) survey discharge, \( m^3/s \)
\( v \) velocity, \( m/s \)
\( \bar{v} \) reach mean velocity, \( m/s \)
\( h \) water depth, \( m \)
\( \bar{h} \) reach mean depth, \( m \)
\( w \) reach mean width, \( m \)
\( d_{50} \) median substrate size, \( m \)
\( J \) slope, dimensionless
\( \nu \) kinematic viscosity, \( m^2/s \)
\( g \) gravitational acceleration, \( m/s^2 \)
\( Fr \) Froude number, \( v/(g \cdot h)^{0.5} \), dimensionless
\( Re \) Reynold’s number, \( (v \cdot h)/\nu \), dimensionless
\( Re_f \) boundary Reynold’s number \( (v \cdot \nu)\cdot d_{50}/\nu \), dimensionless
\( \theta \) dimensionless bottom shear stress \((\bar{h} \cdot J)/(s - 1) \cdot d_{50}\), where \(s\) is the ratio of sediment density to water density \(\approx 2.6\), dimensionless

\( s_{\text{mix}} \) mixing factor of a bivariate log-normal distribution and a bivariate normal distribution, dimensionless

\( N \) bivariate normal distribution

\( \text{LN} \) bivariate log-normal distribution

\( \mu \) mean

\( \sigma \) standard deviation

\( \rho \) correlation coefficient

\( x \) relative velocity, dimensionless

\( y \) relative depth, dimensionless

\( Y \) relative width \(w/h\), dimensionless

\( Z \) relative roughness \(d_{50}/h\), dimensionless
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3.1 Abstract:

Decisions about reach-scale river rehabilitation for the purposes of flood protection and ecological enhancement require prediction of the possible consequences of management alternatives. To provide such predictions, an integrative model is necessary that represents the cause-effect relations between rehabilitation options and morphological, hydraulic, and ecological consequences. This chapter describes the morphological and hydraulic submodel of such an integrative model. This submodel is further subdivided into four modules predicting: (1) channel morphology, (2) flooding (dike overtopping, floodplain flooding, and bed moving floods), (3) velocity and depth distribution, and (4) riverbed siltation. Model relationships come from results reported in the literature and new data analyses. By using quantities that are all either readily available or easily predictable for changed conditions, the model should be widely applicable, even for data-limited situations. The overall model is implemented as a probability network to facilitate estimation of uncertainties in model results. An application of the model to a reach of the Thur River in Switzerland demonstrates its utility for predicting morphological and hydraulic consequences of a planned river widening. The full integrative model, including ecological endpoints, will be used together with quantitative assessments of stakeholder preferences to support rehabilitation decisions for a number of Swiss rivers.
3.2 Introduction

In the last 200 years, many river systems throughout the world have been regulated and channelized (Petts, 1989). These alterations have been conducted mainly to extend agricultural and urban areas, enable or facilitate river navigation, and reduce flooding risk. This has resulted in a dramatic reduction of river floodplain area and loss of hydraulic and morphological variability (Ward et al, 2001). These changes decrease the habitat quality for organisms living in or near a regulated river. Thus, the abundance, biomass and diversity of aquatic and terrestrial organisms are affected, leading to a functional alteration of the river ecosystem (Peter, 1998).

In Switzerland, only about 10% of all rivers remain in a natural or near natural state (BUWAL, 1997). Therefore, there is a need for ecological rehabilitation. Although historically most funding for river construction has been granted for the purposes of additional flood control, a recent federal requirement to include ecological rehabilitation measures in flood control projects has provided new opportunities (Peter et al, 2005).

To improve our understanding of the ecological and socio-economic consequences of river rehabilitation projects and provide advice for future efforts, the interdisciplinary “Rhone/Thur River Rehabilitation Project” was recently initiated (Peter et al., 2005, http://www.rivermanagement.ch). One subproject of this research program is the development of an integrative river rehabilitation model (IRRM) to predict the hydraulic-morphological situation after river management actions and the resulting changes in the terrestrial and aquatic ecosystems. The focus is on reach-scale rehabilitation actions that primarily involve widening the stream corridor and allowing the river to take a more natural course. Therefore, the primary decision is how much space to give the river so that an optimal trade-off between benefits and costs is obtained. Although developed for use in Switzerland, the model is intended to be as generally applicable as possible.

The IRRM is formulated as a probability network model (Pearl, 1988) and represents the relevant cause-effect-relations within and among the important biotic and abiotic factors, leading to attributes (model endpoints) of concern to river system stakeholders. Together with a model of the preference structure for different levels of these attributes (Hostmann et al, 2005a), the IRRM is intended to provide a comprehensive basis for supporting river rehabilitation decisions (Reichert et al., 2007).

In this chapter, we describe the hydraulic and morphological submodel that provides the foundation for predicting all the biotic and abiotic attributes of interest (Figure 3.1). This submodel is based to a large degree on results already published in the literature by other research groups. The major goal of our effort is to combine such approaches into an overall picture of morphological and hydraulic river development (channel morphology, flooding, velocity and depth distribution, riverbed siltation) and to explicitly estimate
uncertainty in model predictions. A secondary goal is to fill remaining gaps through new data evaluations. Because endpoints were selected according to their relevance for ecological assessment, the submodel described here can be used as the basis for other submodels aimed at predicting ecological consequences of river rehabilitation, such as impacts on bankline vegetation and fauna, benthic water plants, macroinvertebrates, and fish. Such models are being developed and reported separately by our research group (e.g., Borsuk et al., 2006). An economic input-output model has also been developed to predict the effects of construction work and new recreational activity on the local economy (Spörri et al., 2006). Interactions between the submodels (e.g., the effect of bankline shading on water plants, the influence of macroinvertebrate biomass on fish, the effect of morphology on recreational use) are also being considered (see Fig. 3.1).

We begin by outlining the approach taken to model morphology and hydraulics. We then describe the model equations and implementation, and finally demonstrate application to a section of the Thur River, Switzerland, for which rehabilitation is planned.

![Diagram of integrative river rehabilitation model (IRRM)](image)

*Figure 3.1: Structure of the integrative river rehabilitation model (IRRM). Rounded boxes represent submodels and the rectangular box denotes rehabilitation options (e.g., river width constraints, flood plain and dike height, distance between dikes) and other model inputs (e.g., slope, gravel size). Note that the submodel “Hydraulics & Morphology” has an influence on all other submodels.*
3.3 Model Description

The development of an integrative model usually requires scientific knowledge in a variety of forms including literature review, experimental and field results, other models, and, in the absence of other information, expert judgment. For this reason, we chose to implement the IRRM as a probability network (Pearl, 1988). This approach makes it relatively simple to combine different sources of information to represent cause-effect relations, to simultaneously consider different spatial and temporal scales, and to explicitly include uncertainties in model inputs, structure and outcomes (Borsuk et al., 2004). The sources of information used to derive each submodel are described explicitly in the following sections.

Because all biotic endpoints of interest (including terrestrial fauna, riparian vegetation, aquatic benthos, and fish) are influenced by hydraulics and river morphology (see Figure 3.1), IRRM construction began with this abiotic submodel. The focus is on predicting variables that are required as inputs for the economic and biotic submodels. These include river morphology, flooding (dike overtopping, floodplain flooding, and bed moving floods), joint spatial patterns of depth and velocity, and degree of riverbed siltation. Modules to predict these attributes are described in the following subsections.

Table 3.1: Model parameter distributions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Equation</th>
<th>Distribution</th>
<th>Units</th>
<th>Median</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_w$</td>
<td>(2a-c)</td>
<td>Lognormal</td>
<td>-</td>
<td>1.0</td>
<td>0.71</td>
</tr>
<tr>
<td>$A_{S_d}$</td>
<td>(4)</td>
<td>Normal</td>
<td>$m^{0.5}\cdot s^{-1}$</td>
<td>23.5</td>
<td>2</td>
</tr>
<tr>
<td>$\varepsilon_1$</td>
<td>(5b)</td>
<td>Triangular [0.92, 1.08]</td>
<td>-</td>
<td>1</td>
<td>0.034</td>
</tr>
<tr>
<td>$\varepsilon_2$</td>
<td>(5c)</td>
<td>Triangular [0.69, 1.31]</td>
<td>-</td>
<td>1</td>
<td>0.126</td>
</tr>
<tr>
<td>$\varepsilon_3$</td>
<td>(5d)</td>
<td>Triangular [-0.37, 0.37]</td>
<td>-</td>
<td>0</td>
<td>0.15</td>
</tr>
<tr>
<td>$\varepsilon_4$</td>
<td>(6)</td>
<td>Normal</td>
<td>-</td>
<td>0</td>
<td>0.4</td>
</tr>
<tr>
<td>a</td>
<td>(9)</td>
<td>Uniform [4.5; 5.5]</td>
<td>-</td>
<td>5</td>
<td>0.289</td>
</tr>
<tr>
<td>b</td>
<td>(9)</td>
<td>Uniform [1.5; 1.6]</td>
<td>-</td>
<td>1.55</td>
<td>0.029</td>
</tr>
<tr>
<td>$\theta_{CR}$</td>
<td>(9)</td>
<td>Uniform [0.045; 0.050]</td>
<td>-</td>
<td>0.0475</td>
<td>0.001</td>
</tr>
<tr>
<td>$\varepsilon_5$</td>
<td>(11)</td>
<td>Normal</td>
<td>-</td>
<td>0</td>
<td>0.004</td>
</tr>
<tr>
<td>$b_1$</td>
<td>(14)</td>
<td>Normal</td>
<td>-</td>
<td>-2.34</td>
<td>0.79</td>
</tr>
<tr>
<td>$b_2$</td>
<td>(14)</td>
<td>Normal</td>
<td>-</td>
<td>-2.27</td>
<td>0.31</td>
</tr>
<tr>
<td>$b_3$</td>
<td>(14)</td>
<td>Normal</td>
<td>-</td>
<td>-0.04</td>
<td>0.02</td>
</tr>
<tr>
<td>$b_4$</td>
<td>(14)</td>
<td>Normal</td>
<td>-</td>
<td>2.03</td>
<td>0.69</td>
</tr>
<tr>
<td>e</td>
<td>(17)</td>
<td>Normal</td>
<td>$m^{*}kg^{-1}$</td>
<td>$1.2\cdot10^{12}$</td>
<td>$1.2\cdot10^{11}$</td>
</tr>
<tr>
<td>f</td>
<td>(20)</td>
<td>Normal</td>
<td>$m^{2}$</td>
<td>$3.3\cdot10^{11}$</td>
<td>$1.7\cdot10^{10}$</td>
</tr>
</tbody>
</table>
3.3.1 Channel Morphology

River channel pattern is an important model endpoint on its own and is also a fundamental determinant of hydraulic habitat characteristics. Whether a river is single- or multi-threaded depends on the balance between stream power, bed composition, and external width constraints (van den Berg, 1995). While a number of researchers have developed diagrams separating channel patterns based on flow-related parameters (e.g. da Silva, 1991), these have generally been descriptive, in that they require advanced knowledge of the channel geometry, which is pattern-dependent. To overcome this difficulty, we start with a truly predictive method for distinguishing between multi- and single-thread rivers in the absence of width constraints (section 2.1.1). Next, we consider the effect of width constraints on this natural morphology (section 2.1.2). Finally, we check if the gravel supply from upstream is sufficient relative to the transport capacity within the reach to allow morphological structures to develop (section 2.1.3). Figure 3.2 summarizes the overall procedure for predicting channel morphology under a given set of conditions.
Figure 3.2: Event tree illustrating the procedure for predicting channel morphology based on: (1) the logistic regression of Bledsoe & Watson (2001), (2) consideration of width constraints (from the estimation of the natural width using equation 2a, 2b or 2c), (3) the pattern diagram of da Silva (1991), and (4) the gravel budget.
3.3.1.1 Natural Morphology

Van den Berg (1995) developed a predictive method for distinguishing between multi- and single-thread rivers that requires only the pattern-independent properties of mean annual flood discharge, gravel size, and valley slope. Bledsoe and Watson (2001) made this approach probabilistic by fitting a logistic regression model to data from 127 unconstrained, gravel-bed rivers. Of the several fitted relationships, we chose one which gives the probability, \( p_m \), of a multi-thread pattern as,

\[
\begin{align*}
    p_m &= \frac{\exp\left[3.00 + 5.71 \cdot \log_{10}(J_V \cdot \sqrt{Q_a}) - 2.45 \cdot \log_{10}(d_{50})\right]}{1 + \exp\left[3.00 + 5.71 \cdot \log_{10}(J_V \cdot \sqrt{Q_a}) - 2.45 \cdot \log_{10}(d_{50})\right]} \\
\end{align*}
\]

where \( J_V \) is valley slope, \( Q_a \) is mean annual flood discharge (m\(^3\) s\(^{-1}\)), and \( d_{50} \) is median gravel diameter (m) (Bledsoe and Watson, 2001). Equation (1) is formulated probabilistically, accounting for uncertainty in the predicted channel pattern. Therefore, it does not contain an error term, as later equations do.

Neither Van den Berg (1995) nor Bledsoe and Watson (2001) provide a means to estimate the width of the predicted natural river form. Therefore, we used their data set to derive regression estimates of width as functions of discharge, valley slope, and gravel size for three possible river patterns. These analyses yielded, for multi-thread rivers,

\[
w_{bf} = 2.61 \cdot Q_a^{0.49} \cdot d_{50}^{-0.76} \cdot \varepsilon_w
\]  

(2a)

for single-thread meandering rivers,

\[
w_{bf} = 4.86 \cdot Q_a^{0.49} \cdot \varepsilon_w
\]  

(2b)

and for single-thread straight rivers,

\[
w_{bf} = 3.36 \cdot Q_a^{0.49} \cdot \varepsilon_w
\]  

(2c)

where \( w_{bf} \) is bankfull width (m), assumed to occur at the mean annual flood discharge, \( Q_a \) is mean annual flood discharge (m\(^3\) s\(^{-1}\)), \( d_{50} \) is median gravel diameter (m), and \( \varepsilon_w \) is a lognormally-distributed error term with median of 1.0 and standard deviation of 0.71 (Table 3.1), as estimated by the regression procedure. Valley slope was not a significant predictor for any river pattern, and gravel size was only significant for multi-thread rivers. The exponent on discharge was not significantly different for the three river patterns (all at the 0.01 significance level). The three equations accounted for 80% of the
variation in width across the studied rivers ($R^2=0.80$). The remaining unexplained variation is accounted for in the model by the error term, $\epsilon_w$.

### 3.3.1.2 Width-Constrained Morphology Assuming Sufficient Gravel Supply

Single-thread rivers may be either straight, meandering, or sinuous with alternating side bars (da Silva, 1991, Jäggi, 1983). In most locations where rehabilitation is being considered, the space required to restore a meandering pattern is impractical given present land use. Therefore, we expect that, as long as there is sufficient gravel supply (see Section 2.1.3), rivers predicted to be single-threaded according to equation (1) will be sinuous with alternating side bars unless the constrained width is narrower than the natural width predicted by equation (2c), in which case the river will be straight.

Rivers predicted to be multi-threaded according to equation (1) might yet be single-threaded if width constraints are too severe. This can be checked using the pattern diagram of da Silva (1991) for a known gravel size, channel geometry, and mean depth at bankfull discharge (see Figure 3.6 in Section 3.4.2), which is assumed to equal the mean annual flood discharge (Van den Berg, 1995). Width at mean annual flood discharge is estimated from equation (2), accounting for any width constraints, and mean depth of single-thread rivers is estimated iteratively using the equation of Strickler (1923),

$$J = \frac{1}{kst} \left( \frac{P}{A} \right)^{\frac{1}{3}} \left( \frac{Q}{A} \right)^{2}$$

where $J$ is channel slope (assumed here to equal valley slope, $J_v$), $kst$ is Strickler’s coefficient ($\text{m}^{1/3}\text{s}^{-1}$), $P$ is wetted perimeter ($\text{m}$), $A$ is cross-sectional area ($\text{m}^2$), and $Q$ is discharge ($\text{m}^3\text{s}^{-1}$). For single-thread meandering (alternating gravel bar) rivers, we assumed a triangular cross-section with an angle calculated from the estimated width and mean depth. For single-thread straight rivers, we assumed a trapezoidal cross-section with a fixed bank angle. In eq. (3), Strickler’s coefficient, $kst$, is estimated as,

$$kst = \frac{A_{st}}{6(d_{90})}$$

where $d_{90}$ is $90^{th}$ percentile of gravel diameter ($\text{m}$) and $A_{st}$ is a coefficient with probability distribution given in Table 3.1. This distribution accounts for values reported in the literature ranging from 21 to 26 $\text{m}^{1/3}\text{s}^{-1}$ (Strickler, 1923, Meyer-Peter & Müller, 1948, Schöberl, 1981).

To estimate the water depth for braided rivers, we used a method developed by Zarn (1997) based on the logarithmic flow law (Keulegan 1938) and on flume experiments.
His method employs a notional transformation of the braided reach into a theoretical, rectangular substitution-channel thereby accounting for a reduced wetted width $B_W$ (m) (due to non-inundated gravel bars) and slope (-) (due to sinuosity $S$ of the braids). When discharge $Q$ (m$^3$/s), valley slope $J_V$ (-), mean gravel size $d_m$ (m) and width constraints $w_{bf}$ (m) are given, the equations (5a)-(5g) can be solved iteratively to estimate mean water depth $h$ (m):

\begin{align*}
Y &= \frac{w_{bf}}{h} \quad (5a) \\
S &= \left(1.081 - 0.087 \cdot e^{-0.011Y}\right) \cdot \varepsilon_1 \quad (5b) \\
B_W &= \left(1.05 \cdot w_{bf} \cdot e^{-0.0016Y}\right) \cdot \varepsilon_2 \quad (5c) \\
A_K &= \left(12.9 \cdot e^{\frac{h}{B_W}} - 1.78 \cdot e^{\frac{3.104}{B_W}}\right) + \varepsilon_3 \quad (5d) \\
c &= 2.5 \cdot \ln \left(\frac{A_K \cdot R}{2 \cdot d_m}\right) \quad (5e) \\
v_m &= c \cdot \sqrt{g \cdot R \cdot \frac{J_V}{S}} \quad (5f) \\
Q &= v_m \cdot B_W \cdot h \quad (5g)
\end{align*}

where $Y$ is relative width (-), $A_K$ is a constant of the logarithmic flow law (-), $c$ is a coefficient of flow resistance (-), $g$ is the gravitational acceleration (9.81 m/s$^2$), $R$ is the hydraulic radius (m), $v_m$ is mean flow velocity (m/s) and $\varepsilon_1$, $\varepsilon_2$, and $\varepsilon_3$, are error terms describing uncertainty in equations (5b-d), as estimated from the figures of Zarn (1997) (see Table 3.1). Because these error terms can lead to values of $S$, $B_W$, and $A_K$ that make the iteration procedure very slow to converge, we used a surrogate error model in the final implementation. To do this, we simulated results for equations (5a-g) for a wide range of values for $w_{bf}$, $Q$, $J_V$, and $d_{50}$. We then statistically estimated the dependence of the coefficient of variation of depth ($CV_h$) on these four predictor variables using a stepwise regression procedure. The resulting equation predicted $CV_h$ with an $R^2$ value of 0.99 and can be written as,
Predictions of $h$ in the final model, $h_{\text{pred}}$, then consist of the deterministic prediction, $h_d$, as estimated by equations (5a-g) without the three error terms, multiplied by a lognormal error term with median of one and coefficient of variation equal to $CV_h$.

The number of channels expected in an unconstrained multi-thread river is predicted using the relation identified by Robertson-Rintoul and Richards (1993) in an analysis of 21 braided rivers,

$$n_b = \text{round}[1 + 5.52 \cdot (Q_o J_r)^{0.40} d_{84}^{-0.14} + \varepsilon_4]$$

(6)

where $n_b$ is the number of braids, $d_{84}$ (m) is the 84th percentile of gravel size, and $\varepsilon_4$ is an additive error term estimated from figure 4 in Robertson-Rintoul and Richards (1993) (see Table 3.1). To account for width constraints, we multiply the predicted number of channels by the ratio of the constrained width to the natural width predicted by equation (2). Developing vegetation on gravel bars may influence gravel movement during floods and thus reduce the number of predicted braids. This effect is not currently considered in the model.

### 3.3.1.3 Final Width-Constrained Morphology under Actual Gravel Supply

Regardless of predicted morphology, mid- or side-channel gravel bars will not develop unless there is a net deposition of gravel in the reach. Therefore, performing a comparison between the gravel supply from upstream and the estimated transport capacity within the study reach is a critical task for rehabilitation planning.

We assume the upstream input to be known, while the transport capacity within the reach, $Q_b$ (m$^3$s$^{-1}$), is calculated as the product of a specific transport capacity, $q_b$ (m$^2$s$^{-1}$), and the width, $w$ (m),

$$Q_b = w \cdot q_b$$

(7)

The computation of the specific transport capacity is based on the method of Meyer-Peter and Müller (1948) who developed the following formula for Swiss rivers:

$$q_s = \Phi \sqrt{(s-1)gd_m^2}$$

(8)

where $\Phi$ is a dimensionless transport capacity, $s$ is the ratio of sediment to water density (-) and $d_m$ is the mean gravel diameter (m).
In our model, the dimensionless transport capacity $\Phi$ is estimated from a modification of the bed load formula of Meyer-Peter and Müller (1948),

$$\Phi = a \cdot (\theta - \theta_{Cr})^b$$  \hspace{1cm} (9)

where $a$ and $b$ are dimensionless empirical parameters (dimensionless), $\theta_{Cr}$ is the dimensionless bottom shear stress at the initiation of gravel movement (see Table 3.1), and $\theta$ is the actual dimensionless bottom shear stress, calculated as,

$$\theta = \frac{R \cdot J_v}{(s-1) \cdot d_m}$$  \hspace{1cm} (10)

After analysing the original data of Meyer-Peter & Müller (1948), Wong & Parker (2006) found that the formula can mispredict transport capacity due to: (1) the application of an unnecessary bed roughness correction to cases of plane-bed morphodynamic equilibrium and (2) a flow resistance parameterisation in terms of the Nikuradse roughness height, which has been shown (after the publication date of Meyer-Peter & Müller’s work) to be inappropriate for the characterisation of mobile bed conditions in rivers. Hunziker (1995), Hunziker & Jäggi (2002), Smart & Jäggi (1983) and Smart (1984) have also concluded that the relation of Meyer-Peter & Müller (1948) can mispredict bedload transport under plane-bed conditions. Thus, in contrast to conventional applications of equation (9), we consider uncertainty in the parameters $a$, $b$ and $\theta_{Cr}$ (Table 3.1) which accounts for the combined findings of the authors cited in this paragraph.

In braided rivers, the flow (and thus the transport of gravel) is usually concentrated to only one or two main braids or channels (when the gravel bars are inundated). To account for higher shear stresses in these braids, Zarn (1997) proposes an augmentation of the dimensionless bottom shear stress calculated from equation (10) according to:

$$\theta_{Correction} = \theta_{Cr} \cdot \left(0.3 - e^{-0.005(Y+211)}\right) + \varepsilon_5, \quad Y > 30$$ \hspace{1cm} (11a)

$$\theta_{Correction} = 0, \quad Y \leq 30$$ \hspace{1cm} (11b)

where $\varepsilon_5$ is an error term describing uncertainty in the derivation of this formula as estimated from the data of Zarn (1997).

The purpose of the gravel transport calculations is to predict whether the gravel supply into a river reach is sufficient for the development of morphological structures, given transport capacity within the reach, not to develop a detailed gravel budget. Therefore, annual gravel transport capacity (for both single and multi-thread morphologies) is calculated by cumulating the daily transport estimated using daily discharge. When there is net annual erosion, we assume that a straight, incising channel will result. When there is net deposition, we assume that the morphologies predicted in section 2.1.2 will
develop. Incision may be prevented by the installation of weirs and other bed stabilization measures or the reduction of upstream gravel retention. These may be additional management options for a rehabilitation project. If an accurate gravel budget is needed prior to project implementation, we recommend the use of more sophisticated hydraulic models.

### 3.3.2 Flooding

Floods are a fundamental element of river ecosystems. Bed-moving floods affect the development of periphyton, macroinvertebrate and fish communities, floodplain and gravel bar flooding influences riparian flora and fauna, and dike overtopping exerts severe social and economic impacts. Besides the frequency of floods, the duration, timing, and magnitude are also important characteristics influencing biota.

In the IRRM, we calculate the critical discharges for these types of floods under the predicted morphological conditions (see section 2.1) and then use historical hydrograph data to determine the expected timing, frequency, and duration. To do this, we assume a rectangular cross section for flood conditions and translate the critical floodwater depth into discharge using Strickler’s formula (equation 3) for single-thread rivers and Zarn’s (1997) method (equation 5a-h) for braided rivers. Critical water depths for the different types of floods are determined as follows:

- **Bed moving floods** - We calculate the dimensionless bottom shear stress $\theta_D$ necessary for river bed delamination by applying the formula of Günther (1971).

\[
\theta_D = \theta_{C_r} \left( \frac{d_{mD}}{d_m} \right)^{\frac{2}{3}}
\]

(12)

where $d_{mD}$ is the mean diameter of the armour layer (m), $d_m$ is the mean diameter of bed material (m), and $\theta_{C_r}$ is the critical shear stress. We then use Equation (10) to determine the water depth corresponding to this value of shear stress.

- **Floodplain flooding** - Floodwater depth is equal to the floodplain height, which is determined by the rehabilitation design.

- **Dike overtopping** - Dike height is another value determined by the rehabilitation design.
3.3.3 Velocity and Depth Distribution

The quality of habitat for aquatic biota is strongly influenced by velocity and depth characteristics. Previous authors have demonstrated the usefulness of describing point-wise variation in these hydraulic variables using frequency distributions and have related the form and shape of these distributions to easily obtained predictor variables (Lamouroux et al., 1995, Lamouroux, 1998). However, meso-habitats and stream biota have been shown to be associated with distinct combinations of these two variables, rather than responding to depth and velocity separately (Kemp et al., 1999, Statzner et al., 1988). Therefore, predictions of the univariate distributions of these variables are not sufficient for habitat characterization or prediction.

We developed a model for the joint distribution of depth and velocity using survey data from 92 stream reaches in New Zealand (Chapter 2, Schweizer et al., 2007). We found that, for each reach, the bivariate distribution of relative velocity and relative depth can be described by a mixture of two end-member distributions, one normal and the other lognormal, each with fixed parameters:

\[
f(x = \frac{v}{v_m}, y = \frac{h}{h_m}) = (1 - s_{mix}) \cdot N_{y>0}(\mu_{xN} = 1, \mu_{yN} = 1, \sigma_{xN} = 0.52, \sigma_{yN} = 0.52, \rho_N = 0.12)
\]

\[
+ \quad s_{mix} \cdot LN(\mu_{xLN} = 1, \mu_{yLN} = 1, \sigma_{xLN} = 1.19, \sigma_{yLN} = 1.09, \rho_{LN} = 0.01)
\]

where \(v_m\) and \(h_m\) are the width-weighted mean velocity and depth, respectively, \(s_{mix}\) is a mixing parameter describing the relative contribution of each shape, \(N\) represents the normal distributional component and \(LN\) the lognormal component, the subscript \(y>0\) indicates that the normal distribution was truncated to only include positive values of depth, the \(\mu\) represent the means of the relative velocity and depth of the (non-truncated) normal and lognormal distributions, the \(\sigma\) represent the corresponding standard deviations, and the \(\rho\) are the correlation coefficients.

For a particular reach at a particular discharge, we found that the parameter \(s_{mix}\) can be predicted from the dimensionless characteristics: reach mean Froude number \(Fr\), reach mean relative roughness \(Z(d_{50}/h)\), and relative discharge \(q/MQ\) (ratio of actual discharge to mean discharge), as follows:

\[
\ln\left(\frac{s_{mix}}{1 - s_{mix}}\right) = b_1 + b_2 \cdot \ln(Fr) + b_3 \cdot Z^{-1} + b_4 \cdot \left(\frac{q}{MQ}\right)^{0.5}
\]

where the values of the four parameters \(b_1\) to \(b_4\) (including their uncertainties) are given in Table 3.1. The three predictors of equation (14), as well as mean velocity, \(v_m\), and
mean depth, $h_m$, for use in eq. (13) can be readily estimated, even for changed channel morphology, using one-dimensional hydraulic modelling based on Strickler’s equation for single-thread rivers (eq. 3) and on Zarn’s (1997) method for braided rivers (eq. 5 a-h).

In the model, we assume that the two bivariate distributions of eq. (13) apply to both alternating gravel bar and braided morphologies. Additionally, we assume that the predictors included in eq. (14) will control the hydraulic patterns of the two morphologies in a similar way. We attempted to test these two assumptions for the braided rivers in the New Zealand data set (see chapter 2, Schweizer et al. 2007). We were able to confirm that the two end-member distributions of eq. (13) were as appropriate for braided rivers as for alternating gravel bar rivers. However, the braided rivers had estimated values of $s_{mix}$ that did not span a very broad range, thus preventing us from rigorously testing eq. (14).

While braided and alternating gravel bar rivers may be treated similarly, straight rivers can be expected to be fundamentally different. They are likely to be more homogeneous in spatial patterns of velocity and depth, consistent with the assumption of a trapezoidal cross-section. Such a cross-section is also likely to lead to stronger correlation between velocity and depth. Straight rivers were not among those included in the data set used in chapter 2. Therefore, to develop a model for the velocity-depth distribution of straight rivers, we used survey data collected from BWG (Swiss Federal Office for Water and Geology) for three stream reaches in Switzerland. Sets of velocity and depth measurements were conducted between 17 and 61 times within each stream reach to account for the effect of changing stage.

**Figure 3.3: Bivariate distribution (joint and marginal densities) for relative velocity and relative depth for straight rivers. Points and histograms represent data, and contour lines and density curves represent modelled distribution. Contour lines indicate the regions containing 25, 75, and 95% of the probability mass. (For details see section 2.3)**
We found that for the straight morphology type, the joint distribution of relative velocity \( (x=v/v_m) \) and relative depth \( (y=h/h_m) \) can be adequately described by beta-distributed marginals with fixed parameters \( (\mu_x=1, \mu_y=1, \sigma_x=0.291, \sigma_y=0.303, \text{scale}=1.4) \) that are correlated with a rank correlation coefficient of 0.94 according to the method of Iman and Conover (1982) (Figure 3.3).

Many published studies have related the occurrence of stream-dwelling organisms to hydraulic units, such as pools, runs, and riffles (e.g. Logan and Brooker, 1983), and this categorization is employed by some ecological models (Fausch et al., 1988). Given a quantitative definition of point hydraulic units in terms of depth and velocity, the relative frequency of each unit can be directly calculated from the predicted bivariate distribution. For example, Jowett (1993) found that pool habitat was associated with values of the Froude number less than 0.18 and a velocity/depth ratio less than 1.24 s\(^{-1}\), riffle habitat with Froude number greater than 0.41 and a velocity/depth ratio greater than 3.20 s\(^{-1}\), and run habitat with intermediate values. We employ these definitions in the model. However such definitions may be site-specific. Therefore, we generally recommend use of the full joint frequency distributions for habitat assessment, as in Kemp et al. (1999).

### 3.3.4 Riverbed Siltation

Fish and benthic species depend on the interstitial gravel zones to provide cover and egg incubation habitat. Therefore, siltation and clearance of the bed matrix are crucial ecological processes. Additionally, the content of fine particles in the river bed influences water exchange between surface and ground water, thus affecting groundwater regeneration.

Conceptually, we model gravel bed siltation as a process that occurs at low to medium discharges at a rate which depends on hydraulic and bed characteristics. As a result of this process, the percent of fines in the river bed increases and the hydraulic conductivity of the river bed is reduced. Occasionally, high flows flush the river bed, restoring the original structure and gravel-size distribution (Schächerli, 1993, 1995). The temporal progression of the build up of fines between high flows can be calculated as the product of the suspended particle concentration and the volume of water filtered through the gravel bed,

\[
\frac{dm_{\text{fines}}}{dt} = C, \quad \frac{dV_d}{dt} = C, \quad \frac{\Delta h_w \cdot g}{v \cdot \gamma}
\]
where \( m_{\text{fines}} \) is the mass of fines (kg), \( V_A \) is the volume of filtered water per unit area (m\(^3\)·m\(^{-2}\)), \( t \) is the time since the last flushing event (s), \( C_t \) is the concentration of suspended particles (kg·m\(^{-3}\)), \( \Delta h_w \) is the pressure head difference between channel and groundwater (m), \( \nu \) is kinematic viscosity (m\(^2\)·s\(^{-1}\)), and \( \gamma \) is the infiltration resistance (m\(^{-1}\)), all at time \( t \).

According to Schäelchli (1995), the resistance \( \gamma \) is itself a function of \( m_{\text{fines}} \),

\[
\gamma = r \cdot m_{\text{fines}} + \beta
\]  

where \( r \) is the specific infiltration resistance (m·kg\(^{-1}\)) and \( \beta \) is the infiltration resistance of an unsilted river bed (m\(^{-1}\)). Schäelchli (1995) gives a formula for estimating the value of \( r \) as,

\[
r = \frac{e \cdot \theta^{0.5}}{\left(\frac{d_{10}}{d_m}\right)^{15} \cdot \Re_f^{1.5} \cdot \nu^{0.67}}
\]  

where \( i \) is the hydraulic gradient (-), \( Re_f \) is the particle Reynolds’s number (-), \( d_{10} \) is 10\(^{th}\) percentile of gravel diameter (m) and \( e \) is an empirical parameter of Schäelchli’s formula (m·kg\(^{-1}\)) (Table 3.1). The value of \( Re_f \) is calculated as,

\[
\Re_f = \frac{d_m \cdot \sqrt{g \cdot (s - 1) \cdot d_m}}{\nu}
\]  

and, \( \beta \) is calculated as,

\[
\beta = \frac{L \cdot g}{k_v \cdot \nu}
\]  

where \( L \) is seepage length (m) (\( L = \frac{\Delta h_w}{i} \)).

When the deposition and resuspension of particles are in equilibrium, siltation of a river bed stops. Schäelchli (1995) gives a formula to estimate the limit of infiltration resistance \( \gamma_{\text{max}} \) (m\(^{-1}\)) as,

\[
\gamma_{\text{max}} = \frac{f \cdot \left(\frac{d_{10}}{d_m}\right)^{1.25} \cdot \Re_f^{2.5} \cdot \left(\frac{C_t}{\rho_w}\right)^{0.75}}{\theta}
\]  

where \( \rho_w \) is water density (kg·m\(^{-3}\)) and \( f \) is an empirical parameter (m\(^{-1}\)) derived by Schäelchli (1995) (Table 3.1).
We use the percentage of fines in the river bed at a particular time as a measure of the
degree of gravel bed siltation. This is calculated as,

\[
f_{\text{fines}} = \frac{m_{\text{fines}}}{m_{\text{fines}} + m_{\text{coarse}}} = \frac{m_{\text{fines}}}{m_{\text{fines}} + (1-\phi)H\rho_{\text{sed}}} \tag{21}
\]

where \(m_{\text{coarse}}\) is the mass of coarse bed material (kg), \(\phi\) is porosity (\(-\)), \(H\) is the siltation
depth (m) (estimated by Schälchli (1995) as \(H=3d_m+0.01\) m), and \(\rho_{\text{sed}}\) is the gravel
density (kg\cdot m\(^{-3}\)).

The magnitude of flow sufficient to clear the river bed can be calculated from
comparisons of the dimensionless shear stress (see Eq. 10) with bed stability. A bottom
shear stress of sufficient magnitude to initiate bed disturbance and gravel flushing
(complete clearance of deposited particles), \(\theta_D\), is calculated according to equation (12)
derived by Günther (1971). In the interim between floods, bottom shear stress is assumed
to not exceed \(\theta_D\) nor \(\theta_C\) so that the river bed is not disrupted.

The water depth associated with a bottom shear stress value of \(\theta_D\) can be calculated from
equation (10) and then related to a critical discharge using Strickler’s formula (eq. 3) for
single-thread rivers and Zarn’s (1997) method for braided rivers (eq. 5 a-h). The
frequency of this discharge, together with the siltation rate, determines the temporal
extent and severity of siltation.

Because of spatial differences in the bottom shear stress, we apply the siltation equations
separately to average conditions in pools and runs. We assume that significant siltation
will not occur in riffles due to the very high filter velocities.

### 3.3.5 Model Implementation

The equations described in the above sections were implemented in Analytica, a
commercially available software program for evaluating probability network models
(Lumina, 1997). In principle, the IRRM could also be implemented using other software.
We chose Analytica because it allows for a wide variety of probability distributions and
functional model forms. The major inputs to the model (Figure 3.4) can be determined
from historical data for the river system of interest, and the decision variables can be set
to values corresponding to current conditions, decision alternatives, or scenarios used for
sensitivity analysis. A large sample of realizations is then drawn for each probability
distribution in the model using random Latin hypercube sampling. These samples are
propagated to model endpoints, thus conveying the uncertainty in model results. This information can either be considered directly by decision-makers or combined with a model of stakeholder preferences to yield decision theoretic results (Reichert et al., 2007).

Figure 3.4: Simplified schematic of the hydraulic and morphologic model as implemented in Analytica. Shaded rectangular nodes represent management controls, shaded round nodes represent important site specific input variables, white round nodes represent intermediate variables, and dark shaded hexagonal nodes represent model endpoints. Arrows represent important causal influences between variables, and the double arrow indicates the application of Zarn’s iterative approach (1997) for calculating mean depth for braided rivers (For details see sections 2.1 to 2.4).
3.4 A Case Study

3.4.1 Inputs

We use a case study at the Thur River, Switzerland (Figure 3.5), to demonstrate application of the hydraulic and morphologic model. The Thur River lies in the northeast of Switzerland with a total catchment area of 1750 km$^2$. Over the past centuries, the Thur River has been channelized and the area of floodplains has been drastically reduced (Frauenlob, 2003). After a series of large floods between 1960 and 1980, authorities realised that the present flood protection level was no longer adequate (Amt für Umwelt, 1999).

![Figure 3.5: Location of the case study site and the Thur River basin in Switzerland. (From Hostmann et al., 2005a) (created with permission of swisstopo (BA067890))](image)

The case study focuses on an intended rehabilitation project at the Thur River between the towns of Weinfelden and Bürglen (Figure 3.5) where the channelized river is approximately 30 m wide with a median discharge of 26 m$^3$/s (Table 3.2). The project area stretches over a length of 4 km and a width of 300 to 1000 m. Dikes are located at the border of the project area, protecting the surrounding towns and villages from a 100-year flood.

We considered two scenarios: (i) present conditions (river width constraints at 30 m and a distance between dikes of 300-1000 m); and (ii) a possible river widening up to 200 m (by reducing floodplain height and returning this area to the river) while maintaining the
present dike width of 300-1000 m (Table 3.2). The distance between dikes includes the width of the floodplains. These two scenarios correspond loosely to the alternatives presented by Hostmann et al. (2005a). For the present state, the model results can be directly compared with current conditions, while for the rehabilitated scenario only model predictions will be available.

Table 3.2: Model inputs for the Thur River between the towns of Bürglen and Weinfelden. For uncertain variables, $T(a, b, c) =$ triangular distribution with minimum at $a$, mode at $b$ and maximum at $c$, $N(m_N, s_N) =$ normal distribution with median at $m_N$ and standard deviation of $s_N$. $LN(m_{LN}, s_{LN}) =$ lognormal distribution with median at $m_{LN}$ and geometric standard deviation of $s_{LN}$ and $\Delta h =$ (daily mean depth - yearly mean depth).

<table>
<thead>
<tr>
<th>Model input</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>River width constraints $w_{bf}$ (present state) [m]</td>
<td>30</td>
</tr>
<tr>
<td>River width constraints $w_{bf}$ (after rehabilitation) [m]</td>
<td>200</td>
</tr>
<tr>
<td>Distance between Dikes [m]</td>
<td>300-1000</td>
</tr>
<tr>
<td>Height of Dike [m]</td>
<td>6</td>
</tr>
<tr>
<td>Height of Floodplain (present state) [m]</td>
<td>3</td>
</tr>
<tr>
<td>Height of Floodplain (after rehabilitation) [m]</td>
<td>1</td>
</tr>
<tr>
<td>Slope $J$ [%]</td>
<td>2.0</td>
</tr>
<tr>
<td>Mean Annual Flood Discharge $Q_a$ [m$^3$/s]</td>
<td>610</td>
</tr>
<tr>
<td>Mean Discharge $MQ$ [m$^3$/s]</td>
<td>41</td>
</tr>
<tr>
<td>Median discharge $Q_{50}$ [m$^3$/s]</td>
<td>26</td>
</tr>
<tr>
<td>$d_{50}$ [cm]</td>
<td>3.1</td>
</tr>
<tr>
<td>$d_{90}$ [cm]</td>
<td>6.0</td>
</tr>
<tr>
<td>Gravel Supply [m$^3$/a]</td>
<td>$N(15000, 1000)$</td>
</tr>
<tr>
<td>Porosity $\phi$ [%]</td>
<td>$LN(25, 1.08)$</td>
</tr>
<tr>
<td>Hydraulic conductivity of unsilted bed material $k_0$ [m/s]</td>
<td>0.0002</td>
</tr>
<tr>
<td>Hydraulic gradient $i$ [-]</td>
<td>$T(0.1, 0.5, 0.9)$</td>
</tr>
<tr>
<td>Pressure head $\Delta h_w$ [m]</td>
<td>$7 + 0.56*\Delta h$</td>
</tr>
</tbody>
</table>

Static model inputs are given in Table 3.2. Gravel supply at this section of the Thur River is estimated to be between 14000 and 16000 m$^3$ per year (Schäclhli et al 2005). Porosity $\phi$ (%), hydraulic conductivity of unsilted bed material $k_0$ (m/s), the hydraulic gradient $i$ (-) and the pressure head $\Delta h_w$ (m) were estimated from unpublished studies at adjacent Thur reaches and from groundwater maps. For dynamic model inputs, we used
time series data of discharge, suspended particle concentration, and water temperature for five representative years 1990-1994. Discharge was measured daily and ranged from 4 to 596 m$^3$/s, with a median of 23 m$^3$/s. Suspended particle concentration was measured biweekly and daily values were estimated from a log-log regression against discharge. Water temperature was also measured biweekly, and daily values were represented by a sinusoidal curve fitted by Hari et al. (2006). For all uncertain input variables and model parameters (see Table 3.1 and 3.2), 1000 random Latin hypercube samples were drawn and propagated through the model equations.

3.4.2 Results

Under current conditions in the study section of the Thur River, the transport of gravel out of the reach exceeds upstream inputs. Thus a straight, incising river bed is predicted by the model and readily confirmed by observation. If this section were to be free of any width constraints, the logistic regression (Eq. 1) predicts that the natural river form is more likely to be single-threaded (i.e. straight, meandering, or alternating gravel bars with 68% probability) than multi-threaded (i.e. braided with 32% probability). The constrained channel morphology would then depend on the severity of width constraints, as predicted by the pattern diagram of da Silva (1991).

When the width is constrained, points on the da Silva diagram move from upper left to lower right, eventually crossing into more homogeneous forms (Figure 3.6). When uncertainty in the predicted values of (h/d) and (B_r/h) is considered, these predictions can be interpreted probabilistically (Figure 3.7). It is clear that in the present state (30m), the river is predicted to be straight (as it actually is), and as more space is given to the river, the chance that the river produces alternating gravel bars increases. If the width is allowed to be 125m or more, there is a small chance that braids will form. For a 200m constraint, the probability of a braided form is 28%, while the probability of a straight form drops to 16%. The most likely morphology after widening would be alternating gravel bars with a probability of 56%. Beyond 300m, the probabilities of the various morphologies remain nearly constant at their unconstrained values. If the river should be braided, however, the number of braids is expected to increase linearly with width, up to the maximum number given by Equation (6), in this case eleven. With a 200m width constraint between 1 and 6 braids are expected to form.
Figure 3.6: Pattern diagram of da Silva (1991) for predicting channel morphology. Position of the present state (30m), and widenings to 200m and 2000m are shown for a channel pattern that is predicted by eq. (1) to be either multi-thread (filled circles) or single-thread (open squares). Error bars indicate the 5th and 95th confidence limits on the axis variables. Rivers classified as meandering are assumed to actually be alternating due to space constraints. Additionally, alternating rivers that are constrained to less than their natural width are assumed to actually be straight. (h = water depth at bankfull discharge, $w_{bf}$ = width at bankfull discharge, $d_{50}$ = median gravel size)

If constrained width is greater than 60 or 70m, then the gravel transport capacity would be reduced sufficiently to yield gravel deposition rather than incising for both the single- and multi-thread river forms (Figure 3.8). Thus, the gravel should not be a limiting factor in the formation of morphology at these widths.

Mean water depth, mean velocity and their spatial distributions can be calculated from the model for any discharge below bankfull. To illustrate the difference in hydraulic conditions between the present state and for the 200m widening scenario, we used the discharge which occurs most frequently (mode, $Q=8m^3/s$) and the median discharge ($Q = 26m^3/s$) (Table 3.3). For the modal discharge, the two possible morphological outcomes of the widening scenario do not differ considerably from the present state with respect to mean width, depth and velocity, but a substantial increase in the variability of velocity and depth is predicted (Figure 3.9).
Table 3.3: Predicted hydraulic properties for the current state and the two possible morphological outcomes of the widening alternative for the most common discharge \( Q=8 \) \( m^3/s \) and the median discharge \( Q=26 \) \( m^3/s \). For both discharges, a significant increase in the variability of hydraulic habitats (pools, runs, riffles) is expected for the two morphological outcomes of the 200m widening scenario compared with the current straight channel.

<table>
<thead>
<tr>
<th></th>
<th>Present State (30m)</th>
<th>Widening Alternative (200m)</th>
<th>Present State (30m)</th>
<th>Widening Alternative (200m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Straight</td>
<td>Alternating</td>
<td>Braided</td>
<td>Straight</td>
</tr>
<tr>
<td>Mean Width (m)</td>
<td>21</td>
<td>23</td>
<td>58</td>
<td>22</td>
</tr>
<tr>
<td>Mean Depth (m)</td>
<td>0.4</td>
<td>0.5</td>
<td>0.2</td>
<td>0.9</td>
</tr>
<tr>
<td>Mean Velocity (m/s)</td>
<td>0.9</td>
<td>1.0</td>
<td>0.6</td>
<td>1.4</td>
</tr>
<tr>
<td>% Pools</td>
<td>0</td>
<td>21</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>% Runs</td>
<td>95</td>
<td>50</td>
<td>49</td>
<td>99</td>
</tr>
<tr>
<td>% Riffles</td>
<td>5</td>
<td>29</td>
<td>35</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 3.7: Probability of possible river forms as a function of river width constraint for the Thur River between the towns of Bürglen and Weinfelden. For the present state (river width constraint = 30m) a straight river form (solid line) is predicted with near certainty. If the river were to be widened to 200m, there would still be a 16\% probability of a straight river form, but the probability of alternating gravel bars (dashed line) would increase to 56\%, and a the probability of a braided form (dotted line) would be 28\%.
Figure 3.8: Gravel transport capacity as a function of width constraints for the Thur River between Weinfelden and Bürglen. The black solid line represents the median, and the thin dashed lines represent the 5th and 95th percentiles of estimated transport capacity for single- and multi-thread morphology. Gravel supply into this reach was estimated by Schäelchli et al (2005) and is shown as minimum and maximum values in horizontal grey solid lines. It can be seen that for width constraints exceeding 60m, a sufficient gravel supply for the formation of gravel bars in single thread rivers can be expected. For braided rivers, gravel supply is always greater than transport capacity (results are not shown for braided rivers for widths less than 100 m, because this river form is not expected to develop under such conditions (see Figure 3.7).
The two variables are also expected to vary much more independently from one another, relative to the present straight morphology. This is reflected in the predicted distribution of habitat units (i.e. pools, riffles, runs) (Table 3.3). The current hydraulic conditions are extremely homogenous (pools and riffles are almost absent), while after rehabilitation, whether the river takes on a braided or alternating form, approximately half of the river stretch will consist of either pool or riffle habitat. At the three times higher median discharge, it is apparent that higher flow increases the differences between the present and rehabilitated state with respect to average hydraulic conditions, whereas for all three morphologies, hydraulic variability decreases with increasing discharge (see Table 3.3).

**Figure 3.9: Predicted marginal and joint frequency distribution of depth and velocity at** \(Q = 8 \text{ m}^3/\text{s}\) (modal discharge) for the present state (30m) and for two possible morphological outcomes of the 200m widening scenario. Contour lines indicate the regions containing 25, 75, and 95% of the probability mass. A significant increase in the variability of hydraulic habitats (different combinations of velocities and depths) is predicted for both possible morphological outcomes of widening.

Model predictions indicate that the current, channelized river bed is flushed frequently thus leading to very little siltation (Figure 3.10). The average percent fines is predicted to be 1% (with a 90% predictive interval (PI) of 0 to 8%), a value similar to those actually measured in the field (unpublished data). This is due to the width constraints which cause higher water depths and thus higher dimensionless shear forces for a given discharge compared to a less constrained river. After widening, desiltation will occur less frequently (Figure 3.10b and 3.10c). The reduction of riverbed flushing events leads to a predicted average fine particle content after widening (assuming an alternating gravel bar form) of 5% (90% PI of 0 to 20%) in runs. Pools can be expected to have slightly higher rates of siltation (average fine particle content of 8% (90% PI of 0 to 25%) - see also Figure 3.10c).
Figure 3.10: Predicted percent fines as a function of time over five representative years (1990-1994) for (a) the runs of the straight channel under current conditions, (b) the runs of the alternating gravel bar channel after 200m widening, and (c) the pools of the alternating gravel bar channel after 200m widening. The heavy solid line represents the median, the thin lines represent the 25th and 75th percentiles, and the dotted lines represent the 5th and 95th percentiles (across 1000 model runs). It is assumed that siltation is absent at time = 0 days.
While siltation conditions appear to worsen on average after widening, it should be kept in mind that a widened river is expected to be much more variable with respect to depth and velocity (see Figure 3.9). Therefore, during high discharges some areas are likely to be more deeply inundated than calculations based on average depths suggest. This will result in some local bed flushing that is not predicted by the model. Additionally, a widened river reach will contain 20 to 30% more riffles than a constrained river, and these can be expected to remain clear of fines due to their hydraulic conditions. Both of these phenomena will result in a mosaic of silted and clean riverbed sections in a widened river, rather than the spatial uniformity expected for a channelized river. From an ecological perspective, this may have important consequences.

Due to generally lower water depths in a widened river reach, the frequency of bed moving floods decreases from one per 33 days for the current conditions to approximately one per year for the 200m widening alternative. For the current conditions of 30m width and a 3m high floodplain, the model predicts that the floodplain will be flooded approximately 3-4 times in a year, as it actually is. If a floodplain height of 1m is chosen after rehabilitation (this is a management option) for both possible morphology types, a mean return period for floodplain flooding of 5 months is predicted for a braided river system and 1 month for an alternating gravel bar river. The difference between the two forms can be explained by the difference in predicted widths at mean annual flood discharge (200m for a braided river and 112m for a river with alternating gravel bars).

3.5 Discussion and Conclusions

A variety of models and data analyses have been reported in the literature to evaluate the primary determinants of river channel pattern, hydraulic and bed characteristics, and functional habitat. However, for river rehabilitation planning, these findings need to be applied simultaneously for predicting the overall outcome of alternative management measures. The model described here is one attempt to combine multiple analyses into a tool that can be used to forecast the features of a river after widening.

Based on the nature of the data used to develop our model, we believe it is appropriate to apply the model to gravel bed rivers with a relatively natural flow regime and mean discharge between 1 and 60 m³/s and slope less than 2%. Application to river sections with artificial constructions, such as weirs or groynes, should be avoided because these
structures will interfere with the development of natural morphological and hydraulic characteristics. However, river rehabilitation often targets the removal of such artificial constructions, thus allowing the use of the model to forecast the rehabilitated state. Because our joint velocity-depth model was derived for low to intermediate flow conditions (survey flows between 5% and 100% of mean discharge), this part of the model should not be applied to flows outside of this range. However, for the purposes of habitat assessment, these low flows are usually of most interest, because they define critical conditions. Therefore, this restriction should not be a practical limitation.

The definitions of pools, runs, and riffles that we employ are likely to be site-specific (see Jowett, 1993, Allen, 1951). Therefore, we recommend that further studies should be performed to better characterize the factors that control the development of these important hydraulic features. Alternately, the use of these features for habitat assessment could be bypassed and velocity-depth patterns be used directly, as by Kemp et al. (1999).

In the literature, many bed load formulae are reported. We chose a modified version of Meyer-Peter & Müller (1948) (see section 2.2) for single-thread rivers and Zarn’s method (1997) for multi-thread rivers, since these approaches have been developed for Swiss midland gravel bed rivers which are the focus of our model. Although we attempted to only employ model inputs that are either readily available or easily predictable for modified conditions, estimations of gravel input to a reach may be difficult to obtain. This may be critical, as the success of river rehabilitation is directly affected by the gravel budget within the widened reach. Only if the supply is sufficient will morphological structures such as bars or braids form. Unfortunately, many rivers in Central Europe have lost their natural gravel regime due to upstream gravel retention or extraction in the catchment area or measures to stabilize the shoreline and bed. Therefore, detailed hydraulic and gravel transport studies are recommended before initiating construction work.

Despite the limitations mentioned above, our case study at the Thur River, Switzerland, shows that our model yields useful information for rehabilitation planning. Since the gravel supply in a 200 m widening exceeds the estimated transport capacity, the channel morphology can be expected to change from the present straight channelized form to a river with alternating gravel bars with a probability of 56% and to a river with multiple braids with a probability of 28%. In either case, the new morphology would have a greatly increased variability of velocity and depth and contain a significant fraction of pools and riffles. Further widening would not significantly augment the likelihood of forming braids, but would probably lead to a greater number of braids should a multi-thread form develop. A widening would likely increase the average riverbed siltation (mean percentage of fines up from 1% to >5%) but would also result in a patchier structure, with zones of different degrees of siltation. The net result with respect to siltation on the aquatic ecosystem is equivocal.
Some of the abiotic endpoints predicted by our model (e.g. channel morphology, depth and velocity variability) are of direct interest to river stakeholders because they determine the recreation potential of the river system (Hostmann et al., 2005b). Moreover, they are of substantial indirect interest because of their influence on the biological status. For example, morphological form, velocity-depth patterns, distribution of habitat units (riffles and pools), and degree of riverbed siltation are all critical determinants of fish and benthic populations. Similarly, morphology and floodplain flooding frequency are fundamentally important controls on bankline vegetation and terrestrial fauna.

To formalize the relations between abiotic and biotic features, our model results can be combined with habitat preference functions to assess the suitability of conditions after rehabilitation for endangered or otherwise desirable species. The results can also be used as inputs for other types of ecological models, such as population or individual-based models, which predict biomass, abundance and/or functional groups of fish, macroinvertebrates, aquatic plants, bankline vegetation or fauna (e.g. Borsuk et al., 2006, Kemp et al, 1999, Lamouroux & Jowett, 2005). We are currently in the process of developing such links within the framework of probability networks (Reichert et al., 2007).

The use of the probability network structure makes it relatively easy to add further components. Submodels of water temperature variation, width variability, and relative bankline length could add utility to the model by allowing prediction of additional important attributes. Representation of the influence of rehabilitation projects on water quality could also improve our link between abiotic and biotic features. Finally, an additional investigation to assess the joint velocity-depth distribution for braided rivers would improve the model accuracy for this type of channel morphology.

An integrative model of the possible outcomes of river rehabilitation can be combined with stakeholder value assessments of those outcomes to provide comprehensive decision support for managers (Reichert et al., 2007). Such an analysis can improve a project’s financial and public backing, as well as help guide selection of the most appropriate stream reaches and reach-specific rehabilitation measures. In the long term, repeated application of such a transparent and rational process should benefit both society and the environment.
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4.1 Abstract

Periphyton and invertebrates are important components of the trophic cascade in running waters due to their ability to produce organic material, decompose detritus, and serve as a food source for organisms at higher trophic levels. River rehabilitation (e.g. local habitat improvement or reach-scale widening of the river bed) often changes the morphological and hydraulic conditions of the river, affecting the development of periphyton and invertebrates. However, few predictive models exist which can support decision-making (e.g. where and how to conduct a rehabilitation activity). To provide such predictions, an integrative model is necessary that represents the cause-effect relations between rehabilitation alternatives and morphological, hydraulic, and ecological consequences. This chapter describes simple statistical periphyton and invertebrate models that can serve as submodels of such an integrative model. For model development and calibration, we used data on periphyton from 8 sites (3 different rivers, total sample size 286) and invertebrates from 2 sites (1 river, sample size 86) to derive a predictive river benthos model. Linear and non-linear regression analyses revealed that periphyton is most strongly influenced by the time since the last bed-moving flood and hydraulic conditions (in particular, flow velocity), whereas invertebrate functional groups are predominantly dependent on seasonality. For total invertebrates, collector-gatherers, and predators, regression models could be developed with R² values between 0.52 and 0.71. The representation of scrapers was somewhat less satisfying. Shredders and filterers were significantly less abundant in our data set and were therefore not modelled. Model development and complexity were severely limited by the small number of complete data
sets available. Additional long time series data on periphyton and invertebrate density from different rivers together with values of important variables influencing the benthos community dynamics, would be extremely useful to improve such simple prediction models.

4.2 Introduction

Careful planning of river rehabilitation requires predictions of the expected response of the river morphology and ecosystem to proposed management actions. To produce such predictions, we are developing an integrative river rehabilitation model (IRRM) (Reichert et al. 2007, Schweizer et al. 2007b, Spörri et al. 2007, Borsuk et al. 2006) which represents important cause-effect relations between critical influence factors and river system attributes. Together with a model of the stakeholders’ preference structure for different levels of these attributes (Hostmann et al. 2005), the IRRM is intended to provide a comprehensive basis for supporting river rehabilitation decisions (Reichert et al. 2007). The present chapter describes the benthos community submodel for the IRRM.

Periphyton and invertebrates are primary and secondary producers in running waters that dominate the first levels of the trophic pyramid in many small and intermediate size rivers. While algae use radiation and nutrients to produce organic material, invertebrates perform diverse ecological functions and feed on various food bases: scrapers on periphyton; collector-filterers and -gatherers on organic material in the running water and sediment, respectively; shredders primarily on allochthonous inputs of leaves, seeds and small branches from the shoreline vegetation; and predators on other invertebrates. The next higher level of the trophic cascade is composed of fish which feed on macroinvertebrates and some additionally on periphyton (Power et al. 1989). In this vein, periphyton and invertebrates exhibit bottom-up control on the complete ecological system of running waters. Furthermore, periphyton and invertebrates (mainly through their effect on periphyton) have a strong influence on oxygen and nutrient concentrations, pH, and the content of organic material, due to their metabolism (Reichert et al. 2001). From the socio-economic perspective, periphyton and macroinvertebrates exert further important influences on the river and its users. Blooms of algae or macrophytes reduce the cross-sectional area of a river and its flow velocity resulting in higher water levels (Bretschneider & Schulz 1985) and increasing the probability and frequency of dike overtopping. Moreover, algal blooms negatively affect the aesthetic value of a river and thus decrease the river’s recreation potential. Since invertebrates gather or filter organic material from the river bed and flowing water, they influence water colour, clarity and odour. Moreover, anglers rely on fish abundance which depends partly on the availability
of macroinvertebrate biomass. These relations indicate that successfully predicting the benthos community in a river is essential for understanding the river ecosystem and its response to rehabilitation efforts.

Several previous attempts have been undertaken to model the dynamics of periphyton and macroinvertebrate biomass in river reaches. These attempts can be divided into mechanistic population dynamic models and statistical approaches that empirically relate abundance of functional groups to important external influence factors. Mechanistic models generally give better and more detailed insights into the ongoing processes within a system. However, as these models represent a relatively large number of processes, they tend to be overparameterized, making it difficult to estimate model parameters from empirical data alone. The large data requirement of such models also makes it difficult to have measurements from a sufficient number of sites for a cross-system fitting procedure (e.g. Borsuk et al. 2001). This makes most applications of such models site-specific and leads to a lack of universality that would be required for prediction. Statistical approaches describe less detail of ecosystem function, which reduces their data requirements. For this reason, it is easier to develop a more universal model calibrated using data from several study sites jointly. The smaller data requirements also make it easier to use such models predictively. On the other hand, prediction accuracy is limited by the simpler modelling approach.

One of the pioneers in mechanistic modelling of lotic ecosystems is McIntire (1973) who developed a periphyton model and a hierarchical model for biomass of periphyton and invertebrate functional feeding groups (grazers, shredders, collectors and predators). Power et al (1995) modelled the food-web dynamics in large rivers linking physical and biological processes. They aggregated species of a hypothetical river food web into four functional groups (detritus, vegetation, grazers, predators) intended to represent the dominant resources and consumers in a river food chain. Unfortunately, no comparison between model simulations and measured data are given in these publications. Uehlinger et al. (1996) presented mechanistic periphyton models for the Necker River (Switzerland) describing periphyton growth, detachment, and loss due to floods. These models considered the effects of temperature, light, discharge, periphyton density limitations on growth and detachment rates. Their best model shows a good agreement with measured data. However, the derivation of the model is based on a data set from only one site at the Necker River. Bouletreau et al (2006) adapted this model to two sites of the Garonne River (France) and introduced an additional term to account for temperature-dependent, self-generated loss due to heterotrophic processes in the biofilm. We have used the datasets of both Uehlinger et al (1996) and Bouletreau et al (2006) in the derivation of the periphyton models presented in this chapter.

Lamouroux et al. (2004) analyzed the relationships between habitat (characterized by hydraulic conditions (Froude Number), substrate size and benthic particulate organic
matter) and the functional structure of invertebrate communities at three spatial scales (microhabitat, stream reach, basin) with a statistical model. They found good correlations for deposit feeders (collector-gatherers who feed on coarse organic matter in the river bed), and fair associations for shredders and scrapers. Yoshimura et al (2006) focused on the prediction of functional ratios of the different feeding groups of macroinvertebrates to relate them to ecosystem attributes. These ratios were found to depend on dissolved oxygen and organic carbon, periphyton cover and organic halogen compounds. Other approaches have used artificial neural networks as a “black box” model structure for describing the dependence of invertebrate abundance on external influence factors (e.g. Gevrey et al 2003, Park et al 2003).

In this article, we develop a statistical model for predicting periphyton and invertebrate biomass in rivers as a function of the major influence factors. In contrast to “black box” statistical approaches, after preliminary linear regression analyses, we develop a nonlinear model formulation that represents the expected response as a mechanistically derived function of the influence factors. This attempts to combine the advantages of a statistical model formulation (minor data requirements, joint evaluation of several data sets) with a simple parameterization of what we expect to be the behaviour of a mechanistic model. We expect that this will lead to more robust behaviour of the model, particularly when extrapolating outside its calibrated range of influence factors. In addition to these statistical approaches, a mechanistic model simulating periphyton and invertebrate functional groups in one of the rivers investigated in this study (the Sihl River) is being developed and reported separately (Schuwirth et al. 2007). This will provide improved understanding of the benthos community dynamics in this river, but will require many more data from other rivers to achieve universal model parameter values. We hope that the parallel development along these two research lines will lead to improved insight into benthic community dynamics and that the relationships discovered with the statistical approach will support the process of improving mechanistic models.

The remainder of this chapter is structured as follows: We begin by describing the study sites and data sources. We then describe our modelling procedures. Next, we present and discuss the results and, finally, draw our conclusions.
4.3 Study Sites and Data

The data used to derive the periphyton models presented in this article were collected by previous studies at the Swiss rivers, Necker (4 sites) and Sihl (2 sites), and the French river, Garonne (2 sites). Since no accompanying invertebrate studies at the sites of the Necker and Garonne were conducted, only invertebrate data from the Sihl River could be used to derive the invertebrate models.

Sihl

The Sihl River is a prealpine Swiss river flowing into the Limmat River in the city of Zürich. Its catchment is predominated by pasture and forest. Since the construction of the Sihl reservoir (Sihlsee) in 1937 for hydropower generation, the flow regime of the Sihl River has been reduced artificially to a constant discharge between 2.5 - 4.0 m$^3$/s, promoting river bed siltation and algal proliferation due to the absence of bed disturbances (Elber et al 1996). Between 1990 and 1992, several artificial floods were released from the Sihlsee to investigate the morphological and ecological responses to attempts at mimicking a more natural flow regime.

In two campaigns (May 1990 - August 1990 and April 1991 - July 1992) (Elber et al 1992, Elber et al 1996), total periphyton biomass as well as invertebrate abundance and total biomass were measured irregularly every 1-4 weeks at two locations at the Sihl River. The first site (“upstream”) is located in a typical flowing reach while the second (“downstream”) is situated in the backwater zone of a weir (at 1.5 km distance from the upstream site), with a lower mean velocity and grain size and a modestly higher water depth (Table 4.1). Figure 4.1, panel A, shows maximum daily discharge and standing biomass (in g ash free dry biomass (AFDM) / m$^2$) over the study period at both sites.

Invertebrates were sampled with a surber sampler (30cm x 30cm) at six locations over the complete wetted river width. Invertebrates were identified to family or genus level and, where reasonable, to species level. In Figure 4.1, panel B, the pattern of total invertebrates (in dry weight / m$^2$) over time is depicted.


For the Sihl River, further processing of data was necessary to transform abundance data of invertebrates to biomass estimates for the functional feeding groups. The mean specific body mass (mass per individual) of the most important species or higher taxonomic groups was evaluated from the literature. Total biomass was then calculated as the measured abundances multiplied by the corresponding mean specific body masses.
Finally, the biomass estimates of the different taxa were aggregated according to their functional feeding groups (see Schuwirth et al. 2007 for more details).

Necker
The Necker, a prealpine, 6th order river in the eastern part of Switzerland has its sources at an elevation of about 1300 m a.s.l.. About 30% of its catchment area is forested, the remainder is pasture land. Agricultural runoff and inflow of treated sewage have increased the concentrations of inorganic phosphorus and nitrogenous compounds above reported limiting concentrations for the growth of benthic algae (Table 4.1). The flow regime is rather unpredictable, since bed-moving spates may occur at any time of the year (Fig. 4.1, panels C and D).

Necker Downstream
From October 1992 to the beginning of March 1994, periphyton was monitored at two riffles/runs and two pools at the site “Necker Downstream” (Uehlinger et al 1996). Samples were taken every two weeks (Fig. 4.1, panel C) and periphyton biomass was determined as AFDM / m². A more detailed description of the study site and sampling methods are given by Uehlinger et al. (1996).

Necker Aachsäge
Nine sites were sampled at the Necker Aachsäge site (Uehlinger 1991): five in the main channel and four on a partially inundated bar and one in a side channel, which was formed during the investigation. From the end of February 1989 until March 1990 all sites were sampled biweekly (Fig. 4.1, panel D). Periphyton biomass for each morphological type (main channel, inundated bar, side channel) was determined as AFDM/m². Uehlinger (1991) gives a more detailed description of the methods and study sites.

Garonne
The Garonne River is a large river located in southwest France with pebble banks and a mean daily discharge of 150 m³/s at Toulouse, an urban centre with approximately one million inhabitants (Boulêtreau et al 2006). Study sites were located 36 km upstream (site Aouach, 6th order) and 12 km downstream (site Gagnac, 7th order) of Toulouse (Table 4.1). During the low water period (from July to October), the mean discharge is reduced to about 50 m³/s and the river is characterized by a shallow (<1.5m) and wide profile (100m).

Sampling was conducted from July 2001 to December 2001 at weekly intervals and then monthly until November 2002 (Fig. 4.1, panel E). For each study site, a reference point was chosen in a riffle. At this reference point, sampling was performed at each date at three distinct depths of the cross section: 30, 50 and 70 cm. Biomass values (in AFDM / m³) of the three depths were then averaged to provide biomass measurements for each...
date at each site. The recorded biomass is not representative of the biomass occurring at all points of the cross section but satisfactorily describes the low depth region where epilithic biofilm typically develops (Améziane et al 2002). A more detailed description of the study sites and sampling methods is given by Boulêtreau et al (2006).

Table 4.1: Summary of site characteristics. (DIN= dissolved inorganic nitrogen = $\sum NO_3-N, NO_2-N, NH_4-N$; SRP = soluble reactive phosphorus)

<table>
<thead>
<tr>
<th>Parameter/site name</th>
<th>Necker main channel</th>
<th>Necker side channel</th>
<th>Necker gravel bar</th>
<th>Necker Downstream</th>
<th>Sihl Upstream</th>
<th>Sihl Downstream</th>
<th>Garonne Aouach</th>
<th>Garonne Gagnac</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment Area (km$^2$)</td>
<td>88</td>
<td>88</td>
<td>88</td>
<td>126</td>
<td>na</td>
<td>na</td>
<td>56000</td>
<td>56000</td>
</tr>
<tr>
<td>Height a.s.l. (m)</td>
<td>607</td>
<td>607</td>
<td>607</td>
<td>559</td>
<td>485</td>
<td>442</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>Mean Discharge (m$^3$/s)</td>
<td>3.4</td>
<td>3.4</td>
<td>3.4</td>
<td>4.6</td>
<td>3$^+$</td>
<td>3$^+$</td>
<td>113</td>
<td>159</td>
</tr>
<tr>
<td>Slope (-)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.006</td>
<td>na</td>
<td>na</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Grain Size (m)</td>
<td>0.08</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
<td>0.22</td>
<td>0.16</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Mean Velocity (ms$^{-1}$)</td>
<td>0.8</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>0.63$^*$</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Mean Depth (m)</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Mean Fr (-)</td>
<td>0.6</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.4</td>
<td>0.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Mean Temperature (Winter) (°C)</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
<td>2.3</td>
<td>1</td>
<td>1</td>
<td>8.1</td>
<td>8.1</td>
</tr>
<tr>
<td>Mean Temperature (Summer) (°C)</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>15.7</td>
<td>15</td>
<td>15</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Shading by riparian vegetation (%)</td>
<td>35%</td>
<td>0%</td>
<td>5%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>na</td>
<td>na</td>
</tr>
<tr>
<td>DIN (mg l$^{-1}$)</td>
<td>1.22</td>
<td>1.22</td>
<td>1.22</td>
<td>1.28</td>
<td>0.82</td>
<td>0.82</td>
<td>0.74</td>
<td>1.59</td>
</tr>
<tr>
<td>SRP (μg l$^{-1}$)</td>
<td>38</td>
<td>38</td>
<td>38</td>
<td>25</td>
<td>50</td>
<td>50</td>
<td>9</td>
<td>85</td>
</tr>
<tr>
<td>Number of samples</td>
<td>29</td>
<td>29</td>
<td>29</td>
<td>46</td>
<td>43</td>
<td>43</td>
<td>33</td>
<td>34</td>
</tr>
</tbody>
</table>

+ Artificial flow regime

* The reported value of 0.8 m/s had to be reduced to guarantee compatibility with the downstream site with approximately the same width and discharge.

na – data not available

80
Figure 4.1: Discharge time series (solid and dashed lines) and measured functional group biomass (markers) for the study sites. Periphyton (AFDM; panel A) and benthic invertebrate biomass (panel B) for the upstream (solid circles) and downstream (circles) sites of the River Sihl. Periphyton biomass for the sites “Downstream” (panel C) and “Aachsäge” (panel D; solid circles: main channels; circles: gravel bar; and side channel: triangles) at the Necker River, and for the the sites “Aouach” (solid circles) and “Gagnac” (circles) at the Garonne River (panel E). The solid line in panel E represents the discharge at Aouach, the dashed line the discharge at Gagnac.
4.4 Modelling Methods

The goal of our modelling effort was to obtain parsimonious statistical models that consider the most important factors influencing the biomass of the functional groups. Such models cannot describe all relevant processes in detail, but they should also not be a “black-box” model formulation, unrelated to known system behaviour. To derive such models, we used a four-step approach: (i) the important influence factors for the functional groups were identified based on the analysis of scatterplots and systematic linear regressions of combinations of influence factors and their transformations, (ii) a nonlinear model was formulated that considers the most important influence factors identified with the linear model but that can be expected to have a more robust behaviour when applied to different rivers and for extrapolations beyond the range of influence factors, (iii) the sensitivity of model fits to the values of parameters that could not be fitted was performed, and (iv) a model selection procedure was carried out by jointly fitting a series of submodels of this nonlinear model to the data of as many sites as possible. For the selected model, an uncertainty analysis with respect to model results was performed.

Table 4.2 summarizes the variables considered as potential predictive influence factors in the river benthos model.

4.4.1 Preliminary Analysis of the Significance of Influence Factors

In the linear regression approach, all linear models based on one, two or three influence factors or their square root, inverse, log or square transformations were systematically considered to find the model that provides the best fit to the data. This led to a ranking of the most important factors influencing the biomass of each functional group.
Table 4.2: Summary of influence factors used to derive models for periphyton and invertebrates. DIN = Dissolved inorganic nitrogen ($\sum NO_3$-N, NO$_2$-N, NH$_4$-N) SRP = Soluble reactive phosphorus

<table>
<thead>
<tr>
<th>Influence Factor</th>
<th>Units</th>
<th>Minimum</th>
<th>Mean</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Julian Day</td>
<td>(-)</td>
<td>1 (1\textsuperscript{st} January)</td>
<td>169 (18\textsuperscript{th} June)</td>
<td>365 (31\textsuperscript{st} December)</td>
</tr>
<tr>
<td>Month</td>
<td>(-)</td>
<td>1 (January)</td>
<td>7 (July)</td>
<td>12 (December)</td>
</tr>
<tr>
<td>Season</td>
<td>(-)</td>
<td>Spring</td>
<td>Summer/Fall</td>
<td>Winter</td>
</tr>
<tr>
<td>Time since last flood with bed movement (d)</td>
<td></td>
<td>0</td>
<td>95</td>
<td>411</td>
</tr>
<tr>
<td>Time since last minor flood (exceeding twice the mean discharge) (d)</td>
<td></td>
<td>0</td>
<td>8</td>
<td>35</td>
</tr>
<tr>
<td>Temperature of the last 14 or 30 days ($^\circ$C)</td>
<td></td>
<td>0.3</td>
<td>10.7</td>
<td>24.5</td>
</tr>
<tr>
<td>Seasonal Temperature ($^\circ$C)</td>
<td></td>
<td>1.0</td>
<td>10.8</td>
<td>20.0</td>
</tr>
<tr>
<td>Mean Discharge (m$^3$/s)</td>
<td></td>
<td>3.0</td>
<td>34.6</td>
<td>159.0</td>
</tr>
<tr>
<td>Flow Velocity (m/s)</td>
<td></td>
<td>0.5</td>
<td>0.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Water Depth (m)</td>
<td></td>
<td>0.1</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Froude N$^\circ$</td>
<td>(-)</td>
<td>0.3</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Median Grain Size (m)</td>
<td></td>
<td>0.05</td>
<td>0.12</td>
<td>0.22</td>
</tr>
<tr>
<td>DIN (mg/l)</td>
<td></td>
<td>0.7</td>
<td>1.1</td>
<td>1.6</td>
</tr>
<tr>
<td>SRP ($\mu$g/l)</td>
<td></td>
<td>9</td>
<td>42</td>
<td>85</td>
</tr>
<tr>
<td>Catchment Area (km$^2$)</td>
<td></td>
<td>88</td>
<td>56000</td>
<td></td>
</tr>
</tbody>
</table>

4.4.2 Formulation of Nonlinear Model

As described in the Results section, time since the last bed-moving flood was found to be the most significant influence factor, particularly for periphyton. Therefore, the nonlinear model must provide a reasonable phenomenological description of the development of periphyton after bed movement. As the linear models indicate, a proportional increase in periphyton biomass with time after the flood already provides a good description of observations. However, due to the increasing instability of a benthic biofilm with increasing thickness, this cannot be an adequate description for long times after the flood. For this reason, we seek a model formulation that describes linear growth of biomass with time immediately after a flood, but reaches saturation over time. If $k_B$ is the slope of the initial increase, $B_{\text{max}}$ is the biomass saturation value, $\Delta t_{\text{flood}}$ is the time after the last bed-moving flood, and $B$ denotes current biomass, then

$$B = \frac{B_{\text{max}} \cdot k_B \cdot \Delta t_{\text{flood}}}{B_{\text{max}} + k_B \cdot \Delta t_{\text{flood}}}$$
is such a process formulation. We generalized this approach by adding limiting effects with increasing water depth and flow velocity and decreasing gravel size, by allowing for nonlinearity of the increase as a function of the time since the last bed-moving flood, and by adding a seasonal dependence. This led to the following model formulation:

\[ B = \frac{B_{\text{max}} \cdot \frac{k_{B}}{B_{\text{max}}} \cdot \Delta t_{\text{flood}}^{b}}{B_{\text{max}} + k_{B} \cdot \Delta t_{\text{flood}}} \cdot l(h, v, d_{50}, \Delta t_{\text{jul}}) \]  

where

\[ l(h, v, d_{50}, \Delta t_{\text{jul}}) = \exp(-\gamma h) \cdot \exp(-\delta v) \cdot \frac{d_{50}}{k_{d50} + d_{50}} \cdot \max \left( 1 + \alpha \cos \left( 2\pi \cdot \frac{\Delta t_{\text{jul}} - \Delta t_{\text{jul}}^{\text{max}}}{1y} \right), 0 \right) \]  

(2)

describes the limiting effect of mean water depth, h (m), mean flow velocity v (ms-1), and median gravel grain size, d_{50} (m), as well as seasonal variation (through the time within the year, \( \Delta t_{\text{jul}} \) (Julian days)). The model parameters in equations (1) and (2) have the following interpretations: \( \bar{k}_{B} \) is the maximum (with respect to h, v, and d_{50}) and mean (with respect to seasonality) coefficient describing benthic biomass growth after a flood \((\text{g/m}^{2}/\text{d}^{b})\), \( \bar{B}_{\text{max}} \) is the maximum (with respect to h, v, and d_{50}) and mean (with respect to seasonality) asymptotic biomass after long times after the last flood occurred \((\text{g/m}^{2})\), b is the exponent of \( \Delta t_{\text{flood}} \) (-), \( \Delta t_{\text{jul}}^{\text{max}} \) is the time within the year (Julian Days) at which standing crop would be maximum for constant values of the other influence factors, \( k_{d50} \) is the grain size with half saturation for \( \bar{k}_{B} \) and \( \bar{B}_{\text{max}} \) (m), \( \alpha \) is the relative amplitude of the seasonal variation (relative to the mean) (-), and \( \gamma \) (m^{-1}) and \( \delta \) (m^{-1}s) are the parameters describing limitation by water depth and flow velocity \((1y = 1 \text{ year})\).

For short times after the last flood, this model behaves as:

\[ B \approx \bar{k}_{B} \cdot \Delta t_{\text{flood}}^{b} \cdot l(h, v, d_{50}, \Delta t_{\text{jul}}) \quad \text{for} \quad \Delta t_{\text{flood}} << \left( \frac{\bar{B}_{\text{max}}}{\bar{k}_{B}} \right)^{1/b} \]  

(3a)

Long after the last flood, this model asymptotically approaches a biomass that depends only on the limiting factors h, v, and \( d_{50} \), and on the season (through \( \Delta t_{\text{jul}} \)):

\[ B \approx \bar{B}_{\text{max}} \cdot l(h, v, d_{50}, \Delta t_{\text{jul}}) \quad \text{for} \quad \Delta t_{\text{flood}} >> \left( \frac{\bar{B}_{\text{max}}}{\bar{k}_{B}} \right)^{1/b} \]  

(3b)

This general model was used to describe the behaviour of all functional groups in the river, despite the smaller importance of time since the last flood for invertebrates compared to periphyton.
4.4.3 Parameter Estimation

The model given by the equations (1) and (2) has a more realistic asymptotic behaviour than the linear models. On the other hand, because of the larger number of parameters it can be expected to have worse identifiability. The most obvious example of the trade-off between a realistic formulation of asymptotic behaviour and identifiability is the dependence of biomass on time since the last flood. Increase after the flood is characterized by the parameter $B_k$, asymptotic biomass by $B_{\text{max}}$. If a data set does not contain measurements of biomass for long times after a flood, $B_{\text{max}}$ is not identifiable. Nevertheless, a model that includes this saturation effect is more realistic when applied to times long after a flood if we use a realistic estimate for $B_{\text{max}}$ from the literature.

To account for model structure uncertainty and measurement error, the deterministic model was extended by a random error term. Because of the heteroscedasticity of the error in original biomass density units (larger error for larger values of functional group biomass density), the error was assumed to be additive to Box-Cox transformed model results (Box and Cox, 1964, 1982) rather than to the predicted biomasses directly. This transformation of biomass, $B$, is given by the following equation

$$
g(B) = \begin{cases} 
(B + \lambda_2)^{\lambda_1} - 1 / \lambda_1 & \lambda_1 \neq 0 \\
\ln(B + \lambda_2) & \lambda_1 = 0
\end{cases}
$$

where $\lambda_1$ (-) and $\lambda_2$ (g/m$^2$) are parameters that can be adjusted to improve the fit of the empirical distribution of the residuals to that generated by the model. As a function of the model parameters, $\theta = (k_B, B_{\text{max}}, b, \gamma, \delta, k_{d50}, \alpha, \Delta t_{flood}, \Delta t_{jul})$, external influence factors, $x = (\Delta t_{flood}, h, v, d_{50}, \Delta t_{jul})$, and the error term, $E$ (g/m$^2$), the probabilistic predictions of biomass $B_{\text{prob}}$ (g/m$^2$) are then given by

$$
B_{\text{prob}}(\theta, x) = g^{-1}(g(B(\theta, x)) + E)
$$

where $B_{\text{prob}}(\theta, x)$ is the deterministic function given by equations (1) and (2). With appropriate adjustments of the parameters $\lambda_1$ and $\lambda_2$ of the Box-Cox transformation, the residuals of transformed model results and data could be shown to approximately follow a normal distribution with constant variance. Therefore, maximum likelihood parameter estimation could be performed by applying the unweighted least-squares regression function “nls” of the statistics and graphics package R (http://www.r-project.org).
4.4.4 Sensitivity Analysis

Due to identifiability problems, some parameters had to be kept at a fixed value that could not be estimated from the data. Other parameters were then estimated for different values of such parameters to evaluate the sensitivity of the parameter estimates on the values of fixed parameters.

4.4.5 Model Structure Selection

Setting $\alpha$, $\gamma$ or $\delta$ equal to zero, or $b$ equal to unity, leads to simplified submodels that do not consider seasonality of the dynamics, dependence on mean water depth and flow velocity, or nonlinearity in recovery after a flood, respectively. By analyzing the loss in the quality of fit when setting one of these parameters to zero ($\alpha$, $\gamma$ or $\delta$) or unity ($b$), we obtained an assessment of the importance of the corresponding influence factor in describing the data. Together with an assessment of the estimated parameter values, this trade-off between simplicity and quality of fit was used to select the final model for each functional group.

4.4.6 Uncertainty Analysis

Prediction uncertainty of the finally selected models was estimated by propagating the uncertainty in the estimated parameters as well as a 20% uncertainty in the parameters not included in the statistical fit, and adding the error term accounting for model structure and measurement error. A multivariate normal distribution was used to describe parameter uncertainty. This distribution was truncated to avoid negative values of the parameters for which negative values do not have a reasonable interpretation ($k_B$, $B_{max}$, $b$, $k_{d50}$). Monte Carlo simulation was used to get a sample from the distribution of model results. As the probabilistic model predictions, $B_{prob}$, are given by equation (5), this required a five step procedure: (i) a random sample was drawn from the multivariate parameter distribution, (ii) this sample was propagated through the model to the results, (iii) these results were transformed using the Box-Cox transformation, (iv) the normally distributed error term was added, and (v) the results were transformed back to original units by applying the inverse Box-Cox transformation.
In this section, we present the results of the modelling approach discussed in the previous section as applied to the data sets of periphyton from the Sihl, Necker and Garonne rivers and to the data sets of total invertebrates and their dominant functional groups (scrapers, collector-gatherers, and predators) from the Sihl River. While the model is not explicitly dynamic, the daily model predictions can be calculated from daily data of the influence factors. This is a convenient way of representing model results and comparing them with measured data. Still it has to be kept in mind that the linear and nonlinear regression relationships are calculated based on average depth, velocity and grain size, and that only time since the last flood and seasonality (in Julian Days) provide the dynamics of the predictions.

The shape of the empirical distribution of the residuals was critically analyzed after performing the fits. Without applying the Box-Cox transformation (see equations 4 and 5) there was strong heteroscedasticity of the residuals with a much larger variance for large values of the observations than for small ones. We obtained best results when setting $\lambda_1 = 0.3$ for all modelled functional groups and $\lambda_2 = 1 \text{ gAFDM/m}^2$ for periphyton, $\lambda_2 = 1 \text{ gDM/m}^2$ for total invertebrates, and $\lambda_2 = 0.1 \text{ gDM/m}^2$ for the functional groups of invertebrates. (Because it represents a sort of “offset parameter”, it is expected that the value of $\lambda_2$ will vary according to the range of values of each measured variable). These values led to the elimination of heteroscedasticity for periphyton and collector-gatherers, and to a significant reduction in heteroscedasticity for scrapers and predators. Also, normal quantile-quantile plots showed significantly less deviation from normality.

Table 4.3 shows the results of the fits performed for sensitivity analysis and model structure selection for all functional groups. For each functional group, parameter estimates are shown for a base model (model x.1), for models with modified values of the parameters that were not estimated (models x.2 and x.3; to analyze the sensitivity of parameter estimates and fit quality to the selected values), and for simplified models that omit one or several influence factors (models x.4 to x.9; for model structure selection). In addition to the parameter estimates, for each fit, the number of fitted parameters, $n$, and the correlation coefficient between measurement and predictions, $R^2$, are given. This comparison of fit results allows us to make an assessment for the degree in quality of fit we lose by omitting an influence factor from the analysis. To avoid identifiability problems, best estimates of the saturation biomass, $B_{\text{max}}$, and the half-saturation gravel diameter, $k_{d50}$, where specified in all base models. The lack of data after long periods without floods and the small spread in gravel size across the sites did not allow us to estimate these parameters. Nevertheless, we decided to include these influence factors to make the model more robust when applied outside its calibration range. The value of $k_{d50}$ was selected according to Biggs & Price (1987), the saturation biomass, $B_{\text{max}}$, was
chosen based on survey data of Austrian rivers (Yoshimura et al 2006). As many fewer data were available for invertebrates, a simpler base model had to be chosen. This was done by setting the parameter of the velocity dependence term, $\delta$, to zero for all invertebrate data analyses (preliminary fits with inclusion of this parameter led to unsatisfying parameter estimates). In Table 4.3, the model finally selected (see below for rationale), is indicated by a bold model identifier in the second column. The parameter estimates, including standard deviations and correlation coefficients, for these models are given in the appendix.
Table 4.3: Parameter estimates of base model (x.1), of models used for sensitivity analysis of fixed parameters (x.2 and x.3), and for simplified models used for model structure selection (x.4 to x.9 (see text for additional explanation)). The values of fitted parameters are indicated in bold; fixed parameter values are in standard style; and parameter values that were fixed to yield omission of a term are in italics. n is the number of fitted model parameters. Finally selected models are indicated with bold model indentifiers in the second column.

<table>
<thead>
<tr>
<th>model</th>
<th>$B_{max}$</th>
<th>$k_b$</th>
<th>$k_{d50}$</th>
<th>$\Delta t_{\text{max}}^{\text{max}}$</th>
<th>$\alpha$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$b$</th>
<th>n</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>1500</td>
<td>22.6</td>
<td>0.2</td>
<td>220.0</td>
<td>0.056</td>
<td>0.34</td>
<td>2.96</td>
<td>0.89</td>
<td>6</td>
<td>0.595</td>
</tr>
<tr>
<td>1.2</td>
<td>3000</td>
<td>31.9</td>
<td>0.2</td>
<td>235.9</td>
<td>0.097</td>
<td>0.40</td>
<td>3.36</td>
<td>0.82</td>
<td>6</td>
<td>0.611</td>
</tr>
<tr>
<td>1.3</td>
<td>1500</td>
<td>28.3</td>
<td>0.4</td>
<td>129.8</td>
<td>0.016</td>
<td>0.55</td>
<td>2.46</td>
<td>0.94</td>
<td>6</td>
<td>0.577</td>
</tr>
<tr>
<td>1.4</td>
<td>1500</td>
<td>23.8</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>0.29</td>
<td>2.97</td>
<td>0.87</td>
<td>4</td>
<td>0.594</td>
</tr>
<tr>
<td>1.5</td>
<td>1500</td>
<td>21.8</td>
<td>0.2</td>
<td>218.5</td>
<td>0.047</td>
<td>0</td>
<td>3.11</td>
<td>0.89</td>
<td>5</td>
<td>0.594</td>
</tr>
<tr>
<td>1.6</td>
<td>1500</td>
<td>26.4</td>
<td>0.2</td>
<td>125.8</td>
<td>0.100</td>
<td>3.24</td>
<td>0</td>
<td>0.50</td>
<td>5</td>
<td>0.382</td>
</tr>
<tr>
<td>1.7</td>
<td>1500</td>
<td>16.8</td>
<td>0.2</td>
<td>219.3</td>
<td>0.079</td>
<td>0.35</td>
<td>3.07</td>
<td>1</td>
<td>5</td>
<td>0.593</td>
</tr>
<tr>
<td>1.8</td>
<td>1500</td>
<td>16.5</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>0</td>
<td>3.22</td>
<td>1</td>
<td>2</td>
<td>0.590</td>
</tr>
<tr>
<td>1.9</td>
<td>1500</td>
<td>17.0</td>
<td>0.2</td>
<td>250</td>
<td>0.27</td>
<td>3.10</td>
<td>1</td>
<td>3</td>
<td>0.591</td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>150</td>
<td>4.47</td>
<td>0.2</td>
<td>257.9</td>
<td>0.781</td>
<td>1.85</td>
<td>0</td>
<td>0.63</td>
<td>5</td>
<td>0.726</td>
</tr>
<tr>
<td>2.2</td>
<td>300</td>
<td>5.73</td>
<td>0.2</td>
<td>257.1</td>
<td>0.788</td>
<td>2.40</td>
<td>0</td>
<td>0.59</td>
<td>5</td>
<td>0.732</td>
</tr>
<tr>
<td>2.3</td>
<td>150</td>
<td>5.05</td>
<td>0.4</td>
<td>257.9</td>
<td>0.780</td>
<td>1.11</td>
<td>0</td>
<td>0.64</td>
<td>5</td>
<td>0.727</td>
</tr>
<tr>
<td>2.4</td>
<td>150</td>
<td>9.11</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>2.65</td>
<td>0</td>
<td>0.54</td>
<td>3</td>
<td>0.356</td>
</tr>
<tr>
<td>2.5</td>
<td>150</td>
<td>2.26</td>
<td>0.2</td>
<td>257.1</td>
<td>0.788</td>
<td>0</td>
<td>0</td>
<td>0.57</td>
<td>4</td>
<td>0.713</td>
</tr>
<tr>
<td>2.6</td>
<td>150</td>
<td>3.57</td>
<td>0.2</td>
<td>255.1</td>
<td>0.793</td>
<td>3.53</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0.693</td>
</tr>
<tr>
<td>2.7</td>
<td>150</td>
<td>0.45</td>
<td>0.2</td>
<td>243.8</td>
<td>0.887</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0.607</td>
</tr>
<tr>
<td>3.1</td>
<td>25</td>
<td>5.45</td>
<td>0.2</td>
<td>250.9</td>
<td>0.878</td>
<td>5.02</td>
<td>0</td>
<td>0.58</td>
<td>5</td>
<td>0.304</td>
</tr>
<tr>
<td>3.2</td>
<td>50</td>
<td>7.55</td>
<td>0.2</td>
<td>249.9</td>
<td>0.884</td>
<td>5.77</td>
<td>0</td>
<td>0.44</td>
<td>5</td>
<td>0.303</td>
</tr>
<tr>
<td>3.3</td>
<td>25</td>
<td>5.91</td>
<td>0.4</td>
<td>251.0</td>
<td>0.877</td>
<td>4.15</td>
<td>0</td>
<td>0.61</td>
<td>5</td>
<td>0.306</td>
</tr>
<tr>
<td>3.4</td>
<td>25</td>
<td>9.67</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>5.93</td>
<td>0</td>
<td>0.96</td>
<td>3</td>
<td>0.055</td>
</tr>
<tr>
<td>3.5</td>
<td>25</td>
<td>0.84</td>
<td>0.2</td>
<td>250.5</td>
<td>0.887</td>
<td>0</td>
<td>0</td>
<td>0.27</td>
<td>4</td>
<td>0.261</td>
</tr>
<tr>
<td>3.6</td>
<td>25</td>
<td>5.22</td>
<td>0.2</td>
<td>253.6</td>
<td>0.862</td>
<td>5.77</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0.296</td>
</tr>
<tr>
<td>3.7</td>
<td>25</td>
<td>0.06</td>
<td>0.2</td>
<td>230.5</td>
<td>0.969</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>-0.031</td>
</tr>
<tr>
<td>4.1</td>
<td>100</td>
<td>0.80</td>
<td>0.2</td>
<td>248.5</td>
<td>0.770</td>
<td>-0.61</td>
<td>0</td>
<td>0.61</td>
<td>5</td>
<td>0.637</td>
</tr>
<tr>
<td>4.2</td>
<td>200</td>
<td>0.86</td>
<td>0.2</td>
<td>248.3</td>
<td>0.772</td>
<td>-0.45</td>
<td>0</td>
<td>0.60</td>
<td>5</td>
<td>0.639</td>
</tr>
<tr>
<td>4.3</td>
<td>100</td>
<td>0.96</td>
<td>0.2</td>
<td>248.3</td>
<td>0.770</td>
<td>-1.20</td>
<td>0</td>
<td>0.62</td>
<td>5</td>
<td>0.641</td>
</tr>
<tr>
<td>4.4</td>
<td>100</td>
<td>1.57</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>-0.25</td>
<td>0</td>
<td>0.47</td>
<td>3</td>
<td>0.338</td>
</tr>
<tr>
<td>4.5</td>
<td>100</td>
<td>1.01</td>
<td>0.2</td>
<td>248.6</td>
<td>0.768</td>
<td>0</td>
<td>0</td>
<td>0.62</td>
<td>4</td>
<td>0.636</td>
</tr>
<tr>
<td>4.6</td>
<td>100</td>
<td>1.20</td>
<td>0.2</td>
<td>243.0</td>
<td>0.808</td>
<td>2.90</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0.560</td>
</tr>
<tr>
<td>4.7</td>
<td>100</td>
<td>0.26</td>
<td>0.2</td>
<td>237.5</td>
<td>0.867</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0.535</td>
</tr>
<tr>
<td>5.1</td>
<td>30</td>
<td>1.64</td>
<td>0.2</td>
<td>277.8</td>
<td>0.816</td>
<td>4.16</td>
<td>0</td>
<td>0.70</td>
<td>5</td>
<td>0.578</td>
</tr>
<tr>
<td>5.2</td>
<td>60</td>
<td>2.60</td>
<td>0.2</td>
<td>276.4</td>
<td>0.823</td>
<td>5.47</td>
<td>0</td>
<td>0.69</td>
<td>5</td>
<td>0.602</td>
</tr>
<tr>
<td>5.3</td>
<td>30</td>
<td>1.78</td>
<td>0.4</td>
<td>278.0</td>
<td>0.814</td>
<td>3.27</td>
<td>0</td>
<td>0.70</td>
<td>5</td>
<td>0.569</td>
</tr>
<tr>
<td>5.4</td>
<td>30</td>
<td>2.15</td>
<td>0.2</td>
<td>250</td>
<td>$0$</td>
<td>4.79</td>
<td>0</td>
<td>0.68</td>
<td>3</td>
<td>0.286</td>
</tr>
<tr>
<td>5.5</td>
<td>30</td>
<td>0.28</td>
<td>0.2</td>
<td>271.8</td>
<td>0.843</td>
<td>0</td>
<td>0</td>
<td>0.59</td>
<td>4</td>
<td>0.515</td>
</tr>
<tr>
<td>5.6</td>
<td>30</td>
<td>0.98</td>
<td>0.2</td>
<td>274.9</td>
<td>0.826</td>
<td>4.81</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>0.565</td>
</tr>
<tr>
<td>5.7</td>
<td>30</td>
<td>0.06</td>
<td>0.2</td>
<td>258.8</td>
<td>0.919</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>0.476</td>
</tr>
</tbody>
</table>
**Periphyton**

The linear regression analyses revealed that the influence factor “time since last bed-moving flood” \( (\Delta t_{\text{flood}}) \) was by far the most significant predictor for estimating periphyton biomass, followed by water temperature and photosynthetically active radiation (PAR) over the last 14 days. Apparently, the concentrations of dissolved inorganic nitrogen (DIN) and soluble reactive phosphorus (SRP) were sufficiently high to avoid nutrient limitation of periphyton growth.

The structure of the periphyton model (equations 1 and 2) directly formulates the dependence on the time since the last flood. The influence of radiation and temperature on periphyton growth and standing crop are included indirectly by the term describing the seasonal effects.

The Swiss rivers (Necker, Sihl) differ from the French river (Garonne) with respect to size (mean discharge, depth) (Table 4.1) and frequency of disturbance (Fig. 4.1). Thus, the data from the more stable (in terms of frequency of disturbance) Garonne River provide some information on the saturation biomass, \( \bar{B}_{\text{max}} \), while the data from the more flood prone Swiss rivers are better able to provide information on the coefficient describing the increase of biomass after a flood, \( k_B \). Nevertheless, the estimates of \( \bar{B}_{\text{max}} \) for different choices of the model structure varied over so wide ranges, that we cannot rely on these estimates. Data from only one river that also differs considerably from the other rivers in the values of other influence factors seem not to be sufficient to provide a reliable estimate of this parameter.

The models 1.2 and 1.3 (when compared to model 1.1) in Table 4.3 show that even drastic changes of the values of the fixed parameters \( \bar{B}_{\text{max}} \) and \( k_{d50} \) did not strongly affect the quality of the fit (compare the values of \( R^2 \) between these models). With the exception of the parameters \( \Delta t_{\text{jun}}^{\text{max}} \) and \( \alpha \), the values of the estimated parameters do not change very strongly when the fixed parameters are changed. This is an indication that \( \Delta t_{\text{jun}}^{\text{max}} \) and \( \alpha \) are poorly identifiable. This is confirmed by the very small values of \( \alpha \) for all fits which indicate a minor seasonal component and thus provide the cause for the poor identifiability.

The models 1.4 to 1.7 in Table 4.3 demonstrate the effect of omitting the seasonal dependence \( (\alpha = 0, \text{making } \Delta t_{\text{jun}}^{\text{max}} \text{ irrelevant}) \), the effect of water depth (\( \gamma = 0 \)), the effect of flow velocity (\( \delta = 0 \)), and the nonlinearity of increase after a flood (\( b = 1 \)). The results (\( R^2 \)) clearly show that omission of seasonality (model 1.4), omission of depth dependence (model 1.5) and omission of nonlinearity of increase after a flood (model 1.7) only leads to a minor decrease in the quality of the fit. On the other hand, consideration of velocity dependence seems to be important (model 1.6 leads to a considerable drop in \( R^2 \)). Model 1.8 demonstrates that even the combined omission of the three less relevant influence factors does not lead to a significant drop in \( R^2 \). Adding depth dependence in model 1.9 did not improve the fit significantly. For this reason, model 1.8 with only two fitted
parameters is obviously the best compromise between model complexity and quality of fit. Figure 4.2 illustrates the behaviour of model 1.8 as compared to measured data from all sites.

Figure 4.2: Time series of results of model 1.8 and measured periphyton biomass (solid circles) for all study sites. The solid lines represent the best estimates, the dashed lines bound the 50% and the outer dotted lines the 90% uncertainty intervals of the predictive distributions and the symbols represent measured data. A: Sihl upstream site. B: Sihl downstream site. C: Necker Aachsäge main channel. D: Necker Aachsäge gravel bar. E: Necker Aachsäge side channel. F: Necker downstream site. G: Garonne Gagnac. H: Garonne Aouach.
Invertebrates

Exploratory linear regression models for total invertebrate, collector-gatherer, and predator biomass performed fairly well, with $R^2$ values exceeding 0.6. However, the results of linear regression models for scraper biomass were significantly worse ($R^2 = 0.38$). Linear regression results for shredder and collector-filterer biomass were even worse ($R^2 = 0.19$ and 0.32 respectively). Due to the low biomass of these last two functional groups (< 6% of total biomass), they were not included in the further model development.

As mentioned before, due to the lack of data from several rivers, we had to choose a simplified base model for invertebrates. From the model used for periphyton (equations 1 and 2) we omitted the velocity dependence term by setting $\delta = 0$ because including this term did not lead to reasonable parameter estimates. Starting from this base model, we performed a similar sensitivity analysis and model selection procedure as for periphyton (see Table 4.3). The values of $B_{\text{max}}$ and $k_{d50}$ were again chosen according to typical values found in Yoshimura et al (2006) and Biggs & Price (1987).

As expected for parameters that are poorly identifiable because of their low influence on model results (in contrast to parameters that are poorly identifiable because of strong correlations), a change in the values of $B_{\text{max}}$ and $k_{d50}$ had only a small effect on parameter estimates and a very small effect on the performance of the fit (compare the $R^2$ values of the models x.2 and x.3 with x.1 for $x = 2, 3, 4$ and 5 in Table 4.3).

The models x.4 to x.6 in Table 4.3 ($x = 2, 3, 4$ and 5) demonstrate the effect of omitting the seasonal dependence ($\alpha = 0$, making $\Delta t^{\text{max}}_{\text{jul}}$ irrelevant), the effect of water depth ($\gamma = 0$), and the nonlinearity of increase after a flood ($b = 1$). The results ($R^2$) clearly show that omission of seasonality (models x.4) leads to a drastic reduction in $R^2$ for all functional groups of invertebrates. On the other hand, omission of depth dependence (models x.5) or nonlinearity of increase after a flood (models x.6) led to similarly good fits (inclusion of depth dependence was better for scrapers and predators, inclusion of nonlinearity of increase was better for total invertebrates and collector-gatherers). Omission of both effects (models x.7) did not lead to satisfying behaviour. As the estimated parameter values for depth dependence did not seem realistic and estimation of depth dependence seems to be critical from just two sites of the same river with only small differences in depth, we selected the models x.5 that interpreted the data with the nonlinear increase term after floods.

Figure 4.3 illustrates the results of the models x.5 ($x = 2, 3, 4$ and 5) compared to the measured data from both sites.
Figure 4.3: Time series of results of invertebrate models and data from the Sihl River. The solid lines represent the best estimates, the dashed lines bound the 50% and the outer dotted lines the 90% uncertainty intervals of the predictive distributions and the solid circles represent measured data. Left column: upstream site. Right column: downstream site. Top row (panels A and B): model 2.5 for total invertebrate biomass density. Second row (panels C and D): model 3.5 for scraper biomass density. Third row (panels E and F): model 4.5 for collector-gatherer biomass density. Bottom row (panels G and H): model 5.5 for predator biomass density.
4.6 Discussion

The nonlinear regression models presented in the previous section differ in accuracy ($R^2$), complexity and the number of data points used to derive the models. The algae models are based on data sampled from eight sites located in three rivers ($n=286$) while the derivation of the invertebrate models relied on data from only two sites at one river (Sihl) ($n=86$). The results of the periphyton model fit the data surprisingly well (see Figure 4.2). Only two parameters were fitted for a joint calibration to all eight data sets. This strongly supports the chosen model structure. On the other hand, four parameters had to be fitted for each of the four models of total invertebrates, scrapers, collector-gatherers, and predators at only two sites at the same river (see Figure 4.3). This leads to a much weaker confidence in the predictive capabilities of these models. The poorer performance of the scraper model as compared to the other models is reflected by wider 90% prediction uncertainty bands that extend nearly down to zero over the complete simulation period.

The quality of fit quantified by $R^2$ values was only slightly higher for the best non-linear regression models as compared to the best linear regression models. This shows that we cannot considerably improve the quality of the fit with the nonlinear dependence formulation. The reason for formulating nonlinear models was to avoid unreasonable extrapolation behaviour of the linear models. Extrapolating the linear models can lead to negative or arbitrarily large predictions. Both of these behaviours are excluded by our formulation of the nonlinear models.

The low variation in grain size across sites precluded estimation of the model parameter $k_{d50}$ characterizing decrease of biomass densities with decreasing grain size. Therefore, this parameter was estimated from the literature to be 0.2 m (Biggs & Price 1987, Quinn & Hickey 1990). Additionally, the maximum biomass density achieved under non-limiting conditions for long times after a flood, $B_{\text{max}}$, was difficult to fit, since longer periods without flood disturbances did not occur during the sampling period with the exception of the Garonne river. Therefore, this parameter also had to be chosen based on the literature (Yoshimura et al., 2006).

The model structure selection process based on the remaining parameters describing the increase in biomass density after a flood, seasonal variation, and dependence on flow velocity and water depth led to very different results for periphyton than for invertebrates. For periphyton it led to the exclusion of a significant seasonal variation, a linear initial increase of biomass with time after a flood, and a significant dependence on flow velocity. On the other hand, seasonality is a dominant explaining variable for invertebrate biomass density and there seems to be a strong nonlinearity of increase in time after a flood.
The absence of a strong seasonal variation of periphyton density seems to be a surprising result, as the seasonal component in our simple model mainly represents the effect of light and temperature on algal biomass. However, this finding is in agreement with earlier results of a mechanistic model (Uehlinger et al. 1996). It seems that adaptation of chlorophyll content and species composition of the benthic periphyton biofilm can compensate for most of the light and temperature dependence observed for individual species. The dependence on flow velocity may still contain some confounding with water depth and it would be very interesting to separate those two effects. However, more data from sites with considerable differences in flow velocity and water depth would be required to do this.

Due to their immobility, periphyton are more susceptible to floods compared to invertebrates which can move to more stable refuges (e.g. river bed interstitial, side braids, low-velocity areas around stable boulders) during high stage (Quinn & Hickey 1990). The regression analysis indicates that for periphyton, the best predictor is “time since the last bed-moving flood” ($\Delta t_{\text{flood}}$), while invertebrates (and most of their functional feeding groups) are more strongly controlled by seasonal effects. This is reflected in the nonlinear invertebrate models by the value of the parameter $b$ smaller than unity that describes a faster recovery from the flood-induced depletion of invertebrates as compared to the linear recovery of periphyton (compare Figs. 4.2 and 4.3). In contrast to periphyton, invertebrates can have a more complicated life cycle (larvae, imago, adults) with possibly varying food and habitat preferences. This makes it more difficult to get good predictions for invertebrates with a simple non-linear regression model. This is also a significant problem for more complicated dynamic functional group models (Schuwirth et al. 2007). In our simple nonlinear regression approach, the life stages of invertebrates are aggregated into the seasonal effect described by the model.

The relationships found with the nonlinear regression approach can stimulate formulation of detailed mechanistic models of the benthos community such as those of Boulêtreau et al (2006) and Schuwirth et al (2007). The dominance of time since the last flood as an explaining variable for periphyton suggests the necessity of a careful formulation of flood-induced detachment processes and subsequent recovery by growth. Unless light, low temperatures and nutrients are significantly limiting (which is not the case for the sites studied in this chapter), these factors seem to be of minor importance for a simple periphyton model for Swiss midland rivers. Nevertheless, these factors must be kept in mind when designing a model to be applied to different climatic regimes and with smaller nutrient loads or higher turbidity. For the invertebrate models, at least seasonally varying or temperature dependent growth rates should be formulated, and the model should contain a higher relative colonization rate after floods than the periphyton model.
The ratio of primary to secondary producer biomass estimated by the model can be compared to values predicted by theoretical concepts (e.g., Vannote et al 1980) and used for the evaluation of an expected ecosystem state. Moreover, the estimated biomass of the functional feeding groups can illuminate dominant pathways of nutrient cycling in a particular river reach (Yoshimura et al 2006, Merritt et al 1999, Klemm et al 2003, Böhmer et al 2000). For example, to assess habitat stability, Yoshimura et al (2006) propose to calculate the ratio of the more flood susceptible scrapers and collector-filterers to shredders and collector-gatherers. They recommend using abundances, but similar results can be expected when biomasses are used instead. Functional feeding groups emphasize the multiple linkages that exist between food resources and the ability of invertebrates to successfully acquire these resources (Cummins et al. 1981, Meritt et al. 1999, Barbour et al. 2001). Thus, function-based metrics are more directly related to ecosystem integrity than solely taxonomic composition (Yoshimura et al. 2006).

Our proposed models have the potential to support decision-making in the context of river rehabilitation, since periphyton and invertebrates play a key role in river ecology by serving as food for fish and controlling decomposition. Predictions of the response of these organisms to management actions can help to guide the selection of the most appropriate stream reaches and site-specific rehabilitation measures. While grain size and seasonal effects are usually not changed by rehabilitation measures, the hydraulic conditions (velocity, depth) usually are. In the previous chapters 2 and 3 (and Schweizer et al 2007a, 2007b) we developed a relatively simple hydraulic-morphological model to predict the hydraulic conditions after measures such as river widening. The major hydraulic responses of widening are an increased wetted perimeter, a lower mean water depth and flow velocity, and a higher spatial variability of depth and velocity. The simple benthic community models discussed in this chapter would predict a higher periphyton biomass density due to the decreasing flow velocity. In addition, due to the increased wetted perimeter, there will be more habitat area available per unit river length for both periphyton and invertebrates.

### 4.7 Summary and Conclusions

Simple nonlinear regression models were developed for describing the biomass of periphyton and benthic invertebrate functional feeding groups in rivers as a function of time since the last bed-moving flood, mean water depth, grain size, mean flow velocity, and season (time within the year). The models were calibrated using periphyton data from 8 sites in 3 rivers and invertebrate feeding group data from 2 sites in one river. The statistical approach made it much easier to derive relationships between biomass densities...
of functional groups of the benthos community across different rivers and sites than would have been possible with mechanistic models. The results of sensitivity analyses, the model structure selection process, and comparisons of model results with data lead to the following conclusions:

• Considering the diversity of data sets and the simplicity of the models, the models lead to a remarkably good agreement with time series of measurements. Due to the larger data set available, this is particularly true for the periphyton model.

• The major influence factors for periphyton were identified to be time since the last bed-moving flood and mean flow velocity. No significant seasonal effects could be identified. In contrast to this result, seasonally varying influence factors or seasonal effects of changing life stages were identified to be important factors influencing total invertebrate and invertebrate functional feeding group biomass. Recovery after flood-induced disturbance events was identified to be significantly faster for invertebrates than for periphyton.

• The small number and simple nature of the considered influence factors makes the model an easily applicable tool for predicting the effect of rehabilitation measures on the benthic community.

• The model was derived with as many data sets as were available. Nevertheless a better support by data from additional rivers is necessary to test and improve its universality.

The suggested simple benthic community models seem to be useful for roughly estimating the effect of river rehabilitation measures on the benthic community. Furthermore, they support the development of more detailed mechanistic model of benthic community dynamics. More and longer data sets of rivers of different characteristics would be extremely useful for improving the development of both model types.
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### 4.9 Appendix

Uncertainty of model parameters and correlation between model parameters (sd = standard error, for abbreviation of model parameters see chapter 4.4.2). The standard deviations of the error term in equation (5) were 1.63 (gAFDM/m²)⁰.³ for periphyton, 0.75 (gDM/m²)⁰.³ for total invertebrates, 0.94 (gDM/m²)⁰.³ for scrapers, 0.81 (gDM/m²)⁰.³ for collector-gatherers, and 0.75 (gDM/m²)⁰.³ for predators.

<table>
<thead>
<tr>
<th></th>
<th>Coefficient of correlation r</th>
<th>( B_{\text{max}} )</th>
<th>( k_B )</th>
<th>( k_{d50} )</th>
<th>( \Delta t_{\text{jul}} )</th>
<th>( \alpha )</th>
<th>( \gamma )</th>
<th>( \delta )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Periphyton</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 1.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{\text{max}} )</td>
<td>1500</td>
<td>300</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( k_B )</td>
<td>16.5</td>
<td>2.2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.84</td>
</tr>
<tr>
<td>( k_{d50} )</td>
<td>0.2</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta t_{\text{jul}} )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>3.22</td>
<td>0.11</td>
<td>0</td>
<td>0.84</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td>( b )</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total invertebrates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{\text{max}} )</td>
<td>150</td>
<td>30</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( k_B )</td>
<td>2.26</td>
<td>0.52</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.55</td>
<td>-0.31</td>
<td>-</td>
<td>-0.96</td>
</tr>
<tr>
<td>( k_{d50} )</td>
<td>0.2</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta t_{\text{jul}} )</td>
<td>257.1</td>
<td>6.2</td>
<td>0</td>
<td>0.55</td>
<td>0</td>
<td>1</td>
<td>-0.33</td>
<td>-</td>
<td>-0.46</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.79</td>
<td>0.06</td>
<td>0</td>
<td>-0.31</td>
<td>0</td>
<td>-0.33</td>
<td>1</td>
<td>-</td>
<td>-0.29</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( b )</td>
<td>0.57</td>
<td>0.06</td>
<td>0</td>
<td>-0.96</td>
<td>0</td>
<td>-0.46</td>
<td>0.29</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td><strong>Scrapers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{\text{max}} )</td>
<td>25</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( k_B )</td>
<td>0.84</td>
<td>0.33</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.55</td>
<td>-0.30</td>
<td>-</td>
<td>-0.93</td>
</tr>
<tr>
<td>( k_{d50} )</td>
<td>0.2</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta t_{\text{jul}} )</td>
<td>250.5</td>
<td>11.5</td>
<td>0</td>
<td>0.55</td>
<td>0</td>
<td>1</td>
<td>-0.28</td>
<td>-</td>
<td>-0.41</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.89</td>
<td>0.13</td>
<td>0</td>
<td>-0.30</td>
<td>0</td>
<td>-0.28</td>
<td>1</td>
<td>-</td>
<td>-0.26</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( b )</td>
<td>0.27</td>
<td>0.11</td>
<td>0</td>
<td>-0.93</td>
<td>0</td>
<td>-0.41</td>
<td>0.26</td>
<td>-</td>
<td>1</td>
</tr>
<tr>
<td><strong>Collector-Gatherers</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 4.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{\text{max}} )</td>
<td>100</td>
<td>20</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( k_B )</td>
<td>1.01</td>
<td>0.25</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.51</td>
<td>-0.34</td>
<td>-</td>
<td>-0.95</td>
</tr>
<tr>
<td>( k_{d50} )</td>
<td>0.2</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta t_{\text{jul}} )</td>
<td>248.6</td>
<td>7.2</td>
<td>0</td>
<td>0.51</td>
<td>0</td>
<td>1</td>
<td>-0.30</td>
<td>-</td>
<td>-0.41</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.77</td>
<td>0.07</td>
<td>0</td>
<td>-0.34</td>
<td>0</td>
<td>-0.30</td>
<td>1</td>
<td>-</td>
<td>-0.32</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta )</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model 5.5</td>
<td>b</td>
<td>0.62</td>
<td>0.07</td>
<td>0</td>
<td>-0.95</td>
<td>0</td>
<td>-0.41</td>
<td>0.32</td>
<td>-</td>
</tr>
<tr>
<td>-----------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>B&lt;sub&gt;max&lt;/sub&gt;</td>
<td>30</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k&lt;sub&gt;B&lt;/sub&gt;</td>
<td>0.28</td>
<td>0.12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.58</td>
<td>-0.22</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>k&lt;sub&gt;d50&lt;/sub&gt;</td>
<td>0.2</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Δ&lt;sub&gt;jul&lt;/sub&gt;</td>
<td>271.8</td>
<td>9.9</td>
<td>0</td>
<td>0.58</td>
<td>1</td>
<td>-0.28</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>α</td>
<td>0.84</td>
<td>0.08</td>
<td>0</td>
<td>-0.22</td>
<td>0</td>
<td>-0.28</td>
<td>1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>γ</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>δ</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>b</td>
<td>0.59</td>
<td>0.11</td>
<td>0</td>
<td>-0.96</td>
<td>0</td>
<td>-0.50</td>
<td>0.22</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

- = model parameter not estimated
5 GENERAL DISCUSSION

A variety of models and data analyses have been reported in the literature to evaluate the primary determinants of river channel pattern, hydraulic and bed characteristics, functional habitat and of the benthic development. However, for river rehabilitation planning, these findings need to be applied simultaneously for predicting the overall outcome of alternative management measures. The hydraulic-morphological model and the benthic model described here are an attempt to combine multiple analyses into a tool that can be used to forecast the features of a river after widening. These two models are part (submodels) of the Integrative River Rehabilitation Model (IRRM), which can be used to support decision-making in river rehabilitation projects.

5.1 The hydraulic-morphological submodel

This submodel consists of four modules predicting:

- channel morphology
- frequency of floods (bed moving spates, floodplain flooding, dike overtopping)
- bivariate velocity-depth distribution
- siltation of the riverbed

To predict the channel morphology after a widening, the approaches from Bledsoe & Watson (2001) (distinguishing between multi- and single-thread rivers), Da Silva (1991) (distinguishing straight, meandering, alternating gravel bars and braided for width constraints) and our own data analysis (calculation of natural width) are combined (Fig 3.2).

In the literature, many bed load formulae are reported. A modified version of Meyer-Peter & Müller (1948) for single-thread rivers and Zarn’s method (1997) for multi-thread rivers have been chosen, since these approaches have been developed for Swiss midland gravel bed rivers which are the focus of the IRRM. Although it was attempted to only employ model inputs that are either readily available or easily predictable for modified conditions, estimations of gravel input to a reach may be difficult to obtain. This may be critical, as the success of river rehabilitation is directly affected by the gravel budget within the widened reach. Only if the supply is sufficient will morphological structures such as bars or braids form. Unfortunately, many rivers in Central Europe have lost their natural gravel regime due to upstream gravel retention or extraction in the catchment.
area or measures to stabilize the shoreline and bed. Therefore, detailed hydraulic and gravel transport studies are recommended before initiating construction work.

The frequencies of extreme events (bed moving floods, floodplain flooding, dike overtopping) have a strong influence on aquatic and terrestrial flora and fauna and on society. A simplified geometry can be assumed for such high stages, and for both single- and multi-threaded rivers formulae to estimate water depth exist (Strickler (1923), Zarn (1997)) which can be used to calculate the frequency of floodplain flooding and of dike overtopping. The bed stability can be estimated with the formula of Günther (1971) and related to a critical water depth. This way, also the ecologically important frequency of bed moving floods can be predicted.

The temporal development of river bed siltation can be approximated with the approach from Schälchli (1993, 1995) combined with the frequency of bed moving floods when the river bed is cleared from fine particles.

The results of the joint frequency distribution of velocity and depth (chapter 2) can be predicted for a wide variety of stream reaches using a simple mixture of two end-member distributions (one bivariate normal distribution and one bivariate log-normal distribution) with fixed parameters. This finding suggests that there is some degree of “universality” in the two extreme distributions, at least for the type of gravel bed rivers examined in this study. The skewed shape of the bivariate log-normal distribution leads to a visually negative relationship between the two variables, as anticipated by Stewardson and McMahon (2002). As also expected by Stewardson and McMahon (2002), the relative contribution of each end-member distribution, indicated by the value of the mixing factor \( s_{mix} \), spans the range from 0 to 1, with most river reaches having some contribution of each distributional form.

A higher reach mean Froude number leads in Lamouroux’s (pure) velocity model (1995) and in this joint velocity-depth model to a more symmetric/normal distributional shape. Additionally, the mixture parameter \( s_{mix} \) responds to relative roughness consistently in the two approaches: a shift from a symmetric to a skewed shape with increasing relative roughness. This is because a stream bed with larger roughness elements will produce more spatial variation in velocity and depth than one with lower roughness. A third predictor of \( s_{mix} \) is the square root of relative survey discharge, \( (q/MQ)^{0.5} \) (where \( q \) = survey discharge and \( MQ \) = mean discharge). The distributional response to this variable is as anticipated by Stewardson and McMahon (2002) - an increasingly centered shape with increasing discharge. This is because for a fixed streambed and channel geometry, increases in discharge will tend to smooth out variations between riffles and pools. Changes in discharge also have an indirect effect, by influencing the stage and therefore
the relative importance of roughness elements. Consequently, with increasing discharge, the influence of roughness elements on flow pattern will decrease and the variability in velocity and depth will be reduced. The explicit representation of the direct and indirect influences of flow on spatial patterns of velocity and depth may make this module useful for assessing the biological effects of variations in discharge.

While these results are qualitatively similar to those of previous studies, the representation of velocity and depth jointly, rather than independently, is a significant advancement. Not only does this lead to a more realistic description of hydraulic conditions, but it should also lead to improved ecological assessments. Both living and non-living elements of streams are clearly influenced by these two variables simultaneously, and methods for analyzing survey data are beginning to reflect this (e.g., Kemp et al. 1999, Jowett 2003). Using “occurrence matrices” to identify the depth and velocity combinations at which various meso-habitats are most likely to be found, Kemp et al. (1999) distinguished some distinct sets of conditions. For example, cobbles, mosses, and submerged fine-leaved macrophytes were most often found in the fastest water at low depths. Silt, submerged broad-leaved macrophytes, and floating leaved macrophytes were found in the slowest water at high depths. Marginal plants were associated with the slowest and shallowest water. These findings could not be addressed by a model that considers velocity and depth independently.

The interactions between velocity and depth in determining habitat quality and preferences are also beginning to be explicitly considered in predictive ecological models (e.g., Schneider 2001). This should be the most comprehensive and appropriate use of these module results and I hope that these findings can stimulate such efforts. However, many other published studies have related the occurrence of stream-dwelling organisms to hydraulic units, such as pools, runs, and riffles (e.g., Logan and Brooker 1983, Pridmore and Roper 1985), and this categorization continues to be employed by some ecological models (Fausch et al. 1988). It is shown in chapter 2 how the joint frequency distributions of velocity and depth are compatible with such approaches. However, it should be kept in mind that classification of pool, run, and riffle habitats may be river-specific and with different threshold definitions. Jowett (1993) found that the velocity:depth ratio was nearly as good a discriminant between the hydraulic units as the Froude number. Allen (1951) also used the Froude number and the velocity:depth ratio, but with lower threshold values than Jowett (1993). In any case, the definition that is deemed most appropriate for a studied reach can be used as the boundaries for integrating the joint density function to yield the relative frequencies of each hydraulic unit.

Other researchers have attempted to capture the interactive effects of velocity and depth on instream fauna by using dimensionless transformations that combine the two variables. The Froude number and boundary Reynolds’ number are common choices (Orth and Maughan 1983, Quinn and Hickey 1994, Brooks et al. 2005). The predicted
joint distribution can easily be transformed to distributions on these derived quantities or another option is to predict a joint distribution of $Fr$ and $Re$ directly, using a method similar to the one presented here. However, as velocity and depth are the fundamental quantities that are measured in the field and directly experienced by aquatic organisms, I feel that their use as response variables is more convenient and direct. Additionally, I believe that full consideration of the joint distribution is the most informative way forward for modelling and data analysis. Each of the other approaches loses some information content, as is apparent through consideration of the results of Kemp et al. (1999), described above. While the particular habitat containing cobbles, mosses, and submerged fine-leaved macrophytes could be classified as “riffles” and that containing silt, submerged broad-leaved macrophytes, and floating leaved macrophytes could be classified as “pools” (with high and low Froude numbers, respectively), the distinct habitat of marginal plants (slow and shallow) would not be identified by a system only using pools, runs, and riffles. Therefore, we encourage more studies of the type of Kemp et al. (1999) and Jowett (2003), which consider depth, velocity, and their interaction explicitly.

One purpose in undertaking the present study was to provide support for reach-scale river rehabilitation decisions of the type described by Hostmann et al. (2005a). These include conversion of an entire river reach from a channelized form to a natural form by relieving lateral width constraints and/or restoring natural flow and gravel input patterns. In terms of the notation employed here, greater ecological benefits can be expected when the value of $s_{mix}$ is predicted to be relatively high. This is an indication of diverse velocity-depth pairs (see Figure 2.2), and a relatively high proportion of pools and riffles relative to runs, although the exact combination of hydraulic units will also depend on the reach average Froude number (see Figure 2.6). Channelized rivers are predominated by runs (chapter 3.3.3, and Tab.3.3) and can be described with beta-distributed marginals with fixed parameters that are correlated with a rank correlation coefficient according to the method of Iman and Conover (1982) (Figure 3.3). However, a common goal of rehabilitation is to increase diversity by creating pools and riffles. Although the values of $s_{mix}$ and $Fr$ for a re-naturalized river reach (i.e. without width constraints) will be primarily determined by the discharge regime, valley topography, gravel balance and river bed composition (all of which may not be affected by most rehabilitation measures), river managers can influence these parameters through appropriate gravel entrainment, discharge regulation strategies and obviously through the proper choice of width constraints.

Based on the nature of the data used to develop this model, the hydraulic-morphological submodel should be appropriate for application to gravel bed rivers with a relatively natural flow regime and mean discharge between 1 and 60 m$^3$/s and slope less than 2%. Application to river sections with artificial constructions, such as weirs or groynes,
should be avoided because these structures will interfere with the development of natural morphological and hydraulic characteristics. However, river rehabilitation often targets the removal of such artificial constructions, thus allowing the use of the model to forecast the rehabilitated state. Because the joint velocity-depth module was derived for low to intermediate flow conditions (survey flows between 5% and 100% of mean discharge), this part of the submodel should not be applied to flows outside of this range. However, for the purposes of habitat assessment, these low flows are usually of most interest, because they define critical conditions. Therefore, this restriction should not be a practical limitation.

Despite the limitations mentioned above, the case study at the Thur River, Switzerland, shows that the hydraulic-morphological submodel yields useful information for rehabilitation planning. Since the gravel supply in a 200 m widening exceeds the estimated transport capacity, the channel morphology can be expected to change from the present straight channelized form to a river with alternating gravel bars with a probability of 56% and to a river with multiple braids with a probability of 28%. In either case, the new morphology would have a greatly increased variability of velocity and depth and contain a significant fraction of pools and riffles. Further widening would not significantly augment the likelihood of forming braids, but would probably lead to a greater number of braids should a multi-thread form develop. A widening would likely increase the average riverbed siltation (mean percentage of fines up from 1% to 8%) but would also result in a patchier structure, with zones of different degrees of siltation. The net result with respect to siltation on the aquatic ecosystem is equivocal.

Some of the abiotic endpoints predicted by the hydraulic-morphological submodel (e.g. channel morphology, depth and velocity variability) are of direct interest to river stakeholders because they determine the recreational potential of the river system (Hostmann et al., 2005b). Moreover, they are of substantial indirect interest because of their influence on the biological status. For example, morphological form, velocity-depth patterns, distribution of habitat units (riffles and pools), frequency of bed moving floods and degree of riverbed siltation are all critical determinants of fish and benthic populations. Similarly, morphology and floodplain flooding frequency are fundamentally important controls on bankline vegetation and terrestrial fauna.

To formalize the relations between abiotic and biotic features, the hydraulic-morphological submodel results can be combined with habitat preference functions to assess the suitability of conditions after rehabilitation for endangered or otherwise desirable species. The results can also be used as inputs for other types of ecological models, such as population or individual-based models, which predict biomass, abundance and/or functional groups of fish, macroinvertebrates, aquatic plants, bankline
vegetation or fauna (e.g. Borsuk et al., 2006, Kemp et al, 1999, Lamouroux & Jowett, 2005). The research group SIAM from Eawag is currently in the process of developing such links within the framework of probability networks to complete the IRRM (Reichert et al., 2006).

5.2 The benthic submodel

The benthic regression models presented in chapter 4 differ in accuracy ($R^2$), precision and in the number of data used to derive the models. Generally, due to limitations in the sampling programs, the algae models are based on data collected from eight sites located in three rivers ($n=286$) while the invertebrate models have been developed by applying data from solely two sites situated at one river (Sihl River) ($n=86$). With an increased number of data points used for regression computations, the $R^2$ can be expected to decrease since the model’s deviation from the data points can be expected to increase more rapidly than the variance of the data points itself. However, models based on more data and from varying sources (e.g. different river reaches), should be more robust and widely applicable. This applies in particular for ecological models. Thus, the periphyton models presented herein can be regarded as more broadly supported compared to the invertebrate models. Indeed, the models predicting total invertebrate biomass perform better than the periphyton model, while the models predicting the biomass of each functional feeding group perform similar or worse than the algal model. For both primary (periphyton) and secondary producers (total invertebrates) good relationships could be found, with $R^2$ exceeding 0.6 for algae and 0.7 for total invertebrate biomass (Table 4.3).

The results of the periphyton model fit the data surprisingly well (see Figure 4.2). Only two parameters were fitted for a joint calibration to all eight data sets. This strongly supports the chosen model structure. On the other hand, four parameters had to be fitted for each of the four models of total invertebrates, scrapers, collector-gatherers, and predators at only two sites at the same river (see Figure 4.3). This leads to a much weaker confidence in the predictive capabilities of these models. The poorer performance of the scraper model as compared to the other models is reflected by wider 90% prediction uncertainty bands that extend nearly down to zero over the complete simulation period.

The quality of fit quantified by $R^2$ values was only slightly higher for the best non-linear regression models as compared the best linear regression models. This shows that we cannot considerably improve the quality of the fit with the nonlinear dependence formulation. The reason for formulating nonlinear models was to avoid unreasonable
extrapolation behaviour of the linear models. Extrapolating the linear models can lead to negative or arbitrarily large predictions. Both of these behaviours are excluded by our formulation of the nonlinear models.

The low variation in grain size across sites precluded estimation of the model parameter \( k_{d50} \) characterizing decrease of biomass densities with decreasing grain size. Therefore, this parameter was estimated from the literature to be 0.2 m (Biggs & Price 1987, Quinn & Hickey 1990). Additionally, the maximum biomass density achieved under non-limiting conditions for long times after a flood, \( B_{\text{max}} \), was difficult to fit, since longer periods without flood disturbances did not occur during the sampling period with the exception of the Garonne river. Therefore, this parameter also had to be chosen based on the literature (Yoshimura et al., 2006).

The model structure selection process based on the remaining parameters describing the increase in biomass density after a flood, seasonal variation, and dependence on flow velocity and water depth led to very different results for periphyton than for invertebrates. For periphyton it led to the exclusion of a significant seasonal variation, a linear initial increase of biomass with time after a flood, and a significant dependence on flow velocity. On the other hand, seasonality is a dominant explaining variable for invertebrate biomass density and there seems to be a strong nonlinearity of increase in time after a flood.

The absence of a strong seasonal variation of periphyton density seems to be a surprising result, as the seasonal component in our simple model mainly represents the effect of light and temperature on algal biomass. However, this finding is in agreement with earlier results of a mechanistic model (Uehlinger et al., 1996). It seems that adaptation of chlorophyll content and species composition of the benthic periphyton biofilm can compensate for most of the light and temperature dependence observed for individual species. The dependence on flow velocity may still contain some confounding with water depth and it would be very interesting to separate those two effects. However, more data from sites with considerable differences in flow velocity and water depth would be required to do this.

Due to their immobility, periphyton are more susceptible to floods compared to invertebrates which can move to more stable refuges (e.g. river bed interstitial, side braids, low-velocity areas around stable boulders) during high stage (Quinn & Hickey 1990). The regression analysis indicates that for periphyton, the best predictor is “time since the last bed-moving flood” (\( \Delta t_{\text{flood}} \)), while invertebrates (and most of their functional feeding groups) are more strongly controlled by seasonal effects. This is reflected in the nonlinear invertebrate models by the value of the parameter \( b \) smaller than unity that describes a faster recovery from the flood-induced depletion of invertebrates as compared to the linear recovery of periphyton (compare Figs. 4.2 and 4.3). In contrast to periphyton, invertebrates can have a more complicated life cycle.
(larvae, imago, adults) with possibly varying food and habitat preferences. This makes it more difficult to get good predictions for invertebrates with a simple non-linear regression model. This is also a significant problem for more complicated dynamic functional group models (Schuwirth et al., 2007). In our simple nonlinear regression approach, the life stages of invertebrates are aggregated into the seasonal effect described by the model.

The relationships found with the nonlinear regression approach can stimulate formulation of detailed mechanistic models of the benthos community such as those of Boulêtreau et al (2006) and Schuwirth et al (2007). The dominance of time since the last flood as an explaining variable for periphyton suggests the necessity of a careful formulation of flood-induced detachment processes and subsequent recovery by growth. Unless light, low temperatures and nutrients are significantly limiting (which is not the case for the sites studied in this chapter), these factors seem to be of minor importance for a simple periphyton model for Swiss midland rivers. Nevertheless, these factors must be kept in mind when designing a model to be applied to different climatic regimes and with smaller nutrient loads or higher turbidity. For the invertebrate models, at least seasonally varying or temperature dependent growth rates should be formulated, and the model should contain a higher relative colonization rate after floods than the periphyton model.

The ratio of primary to secondary producer biomass estimated by the model can be compared to values predicted by theoretical concepts (e.g., Vannote et al 1980) and used for the evaluation of an expected ecosystem state. Moreover, the estimated biomass of the functional feeding groups can illuminate dominant pathways of nutrient cycling in a particular river reach (Yoshimura et al 2006, Merritt et al 1999, Klemm et al 2003, Böhmer et al 2000). For example, to assess habitat stability, Yoshimura et al (2006) propose to calculate the ratio of the more flood susceptible scrapers and collector-filterers to shredders and collector-gatherers. They recommend using abundances, but similar results can be expected when biomasses are used instead. Functional feeding groups emphasize the multiple linkages that exist between food resources and the ability of invertebrates to successfully acquire these resources (Cummins et al. 1981, Meritt et al. 1999, Barbour et al. 2001). Thus, function-based metrics are more directly related to ecosystem integrity than solely taxonomic composition (Yoshimura et al. 2006).

Our proposed models have the potential to support decision-making in the context of river rehabilitation, since periphyton and invertebrates play a key role in river ecology by serving as food for fish and controlling decomposition. Predictions of the response of these organisms to management actions can help to guide the selection of the most appropriate stream reaches and site-specific rehabilitation measures. While grain size and seasonal effects are usually not changed by rehabilitation measures, the hydraulic conditions (velocity, depth) usually are. In the previous chapters 2 and 3 (and Schweizer et al 2007a, 2007b) we developed a relatively simple hydraulic-morphological model to
predict the hydraulic conditions after measures such as river widening. The major hydraulic responses of widening are an increased wetted perimeter, a lower mean water depth and flow velocity, and a higher spatial variability of depth and velocity. The simple benthic community models discussed in this chapter would predict a higher periphyton biomass density due to the decreasing flow velocity. In addition, due to the increased wetted perimeter, there will be more habitat area available per unit river length for both periphyton and invertebrates.

Since the derivation of the models is based on only a few river sites, the application of the models to other river sections can be critical, not least due to the high variability of benthic organisms. Thus, application of the models should be limited to rivers of similar size and character (Table 4.1 and 4.2) in the temperate climate zone. River reaches affected severely by hydro-peaking or with artificial bed constructions (e.g. channelized river reaches without a natural interstitial) should be excluded from model application. In addition, for rivers with nutrient concentrations below critical thresholds for growth or with completely shaded or siltated river beds, the models presented here are not suitable.

While grain size and seasonal effects are usually independent from rehabilitation measures, the hydraulic conditions (velocity, depth, Froude Number) may change after a project has been conducted. Many rehabilitation measures aim to increase the hydraulic variability to support a higher habitat and species diversity. To approximate the required inputs to the benthic models (hydraulic conditions) for more rigorous measures (e.g. widening of a river bed) the hydraulic-morphological sub-model of the IRRM can be used. In the other direction, the results of this benthic submodel can be applied as model inputs for other ecological submodels. For example, predicted total invertebrate biomass can serve as an input to the fish model (e.g., Borsuk et al 2005).

5.3 The IRRM

The integrative river rehabilitation model IRRM can be combined with stakeholder value assessments of model outcomes to provide comprehensive decision support for managers (Reichert et al., 2006). Such an analysis can improve a project’s financial and public backing, as well as help guide selection of the most appropriate stream reaches and reach-specific rehabilitation measures. In the long term, repeated application of such a transparent and rational process should benefit both society and the environment.
In the relatively new field of river rehabilitation many studies focusing on a particular system (e.g., hydraulics, morphology, riparian and aquatic fauna and flora) have been conducted but an approach to link these different systems to an overall picture has been lacking. The IRRM is the first attempt to fill this gap with the aim to give new insights how the different systems function and interact, and where further studies are required for an improved understanding. Additionally, the IRRM can be used for a particular river rehabilitation planning and can support decision-making in this vein. The development of the IRRM has involved interdisciplinary communication among experts and has been accomplished iteratively answering the questions:

- What are the meaningful model outputs?
- What are the key factors necessary to predict these outputs and what are the relevant cause-effect relations?
- How change these key factors with a rehabilitation measure (e.g., for a changed channel geometry)?
- How do these different factors interact?
- What are the appropriate spatial and temporal scales?
- And how can the uncertainty in model inputs and structure be determined and propagated through the model?

This time consuming process together with the complex nature of river ecosystems are the principal causes of the prolonged development of the IRRM.

However, the development of a comprehensive hydraulic-morphological model considering all relevant factors controlling the different aquatic and terrestrial communities is an important achievement in river rehabilitation. To improve the utility of the IRRM, I recommend to conduct further studies, in particular to measure repeatedly the main abiotic (morphology, bivariate velocity-depth distribution, grain size, siltation, frequency of floodplain flooding and bed moving spates, fine and coarse organic material, ...) and biotic (biomass of periphyton and of the functional feeding groups of invertebrates, fish abundances and diversity, and of the terrestrial ecosystems) conditions before and after a rehabilitation measure.
5.4 Future Research Questions

The use of the probability network structure makes it relatively easy to add further components. Submodels of water temperature variation, width and grain size variability, of relative bankline length and of the terrestrial vegetation could add utility to the model by allowing prediction of additional important attributes. Representation of the influence of rehabilitation projects on water quality could also improve the link between abiotic and biotic features.

An additional investigation to assess the joint velocity-depth distribution for braided rivers would improve the model accuracy for this type of channel morphology.

Further biologic studies on more river sites which include sampling of periphyton, invertebrates and their influence factors over a longer period (at least one year) could improve ecological understanding and increase the robustness and generality of the benthic submodel.

Finally, it should be stated that a model can never represent all processes going on in the very complex nature. Therefore, a model has to be adjusted, calibrated and eventually restructured iteratively. Since, in the near future, many projects to rehabilitate river reaches in Central Europe will be conducted, there is an opportunity to accomplish comprehensive studies (before and after a measure) to learn more about the multifaceted field of river ecology and rehabilitation, and use these results to calibrate the IRRM. The additional costs of such studies should not be regarded as a misuse of public money since the new insights and findings will improve subsequent measures and can help to reduce projects’ costs in the future, in particular to select the optimum width for a widening.
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